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21 cm Line of Atomic Hydrogen and its Use in Astrophysics

MikeS1
(Dated: June 10, 2019)

The 21 cm line has its origin in the hyperfine splitting of the 1S state of Hydrogen whereby the
magnetic dipole moment of the nuclear proton couples to the spin magnetic moment of the orbiting
electron. The present paper will give a brief history of the discovery of this splitting ∆E and its
overriding importance to astrophysics before moving on to the derivation of the expression using
perturbation theory for the energy splitting (time-independent theory) and the expression for the
magnetic dipole transition rate (time-dependent theory) between the relevant states. Comparison of
the magnitude of ∆E to that of the fine structure will be made as well as discussion of the significance
of the small magnitude of the transition rate.

I. INTRODUCTION

The advent of radio astronomy in the late 1930s and
throughout the 1940s opened the first major window on
the electromagnetic spectrum beyond the visible range.
H.C. van de Hulst [1] predicted that a hyperfine transition
in the ground state of Hydrogen should be detectable in
the cold interstellar gas clouds within the Milky Way
Galaxy. This was finally detected in 1951 by H. Ewen
and E. Purcell [2][3].

Hydrogen accounts for ≈ 75% of the baryonic mass of
the universe. Because of its ubiquity it is a major tracer
of the universe’s observed structure. In environments
where hydrogen is in its atomic form, i.e. un-ionized, the
21cm line can be observed. The precise shape and relative
strength of the spectral line (”line profile”) as well as its
Doppler shift away from 21cm gives detailed information
about the radiating source and its line-of-site motion.
Soon after its initial discovery the line was observed in
the Magellanic Clouds and other extragalactic sources [3].

This transition continues to be a powerful tool in the
studies of astrophysical radiation sources from helping
to determine the nature of the interstellar medium to
mapping out the Galaxy’s spiral structure. In the present
century it remains an important tool in modern precision
cosmology[4][5].

Using non-relativistic quantum mechanics both the
energy splitting and the transition rate between the two
relevant ground state sublevels will be calculated in the
present paper. The perturbation to the exact Hydrogen
proton-electron Hamiltonian H0 is the coupling between
the spin states of the proton and electron

δH = − ~me · ~B (1)

where ~me is the magnetic moment of the electron and
~B is the magnetic field of the proton resulting from its
magnetic moment. (We ignore any internal structure
of the proton and treat it as a point charge).This is a
magnetic dipole transition and will be fully developed in
SecII and III.

In the classical electromagnetic multipole expansion
of the vector potential[6] for the radiation field, there
is also an electric dipole moment contributing to a pos-
sible transition. Schematically, the expansion goes as

exp (ikr) = 1 + ikr + ... where r is the characteristic
size of the source and k is the wavenumber of the radi-
ation. In the regime where kr � 1 which corresponds
to r � λ = 2π

k , the size of the expansion terms falls
off rapidly. We also assume that the observation point,
robs � λ. These approximations (collectively known as
”the far zone”) are trivially satisfied for astronomical
objects at almost all wavelengths where observed. The
first term of the expansion corresponds to electric dipole
radiation. In the present case of interest (electron-proton
system) this term would be governed by the electric dipole
moment which we can write as

~d = e~r (2)

where quantum mechanically ~r is the position operator
representing the classical vector from proton to electron

and e is the electronic charge. (~d is the electric counterpart
of ~me above). Since ~r is an odd parity operator (~r → −~r)
and the ground state |ψ〉 is a parity eigenstate it follows
that under the parity transformation

〈ψ|~r |ψ〉 = 〈ψ|P (P~rP )P |ψ〉 = −〈ψ|~r |ψ〉 = 0 (3)

where P is the usual parity operator, P 2 = 1, and has
eigenvalues ±1. In an incoherent radiation field with
frequencies ωk, and with the electric field given by

~Ek(t) = E0(k) cos (ωkt) n̂k, (4)

the square of the matrix element of the electric dipole

Hamiltonian
∣∣∣〈ψ| e~r · ~E(t) |ψ〉

∣∣∣
2

, is averaged over all space

[7] with the result

∣∣∣〈ψ| e~r · ~E(t) |ψ〉
∣∣∣
2

=
E2

0

3

∣∣∣〈ψ| ~d |ψ〉
∣∣∣
2

= 0 (5)

and so electric dipole transitions are ruled out for the
present system.

The next term in the multipole expansion (∼ kr) gives
the magnetic dipole radiation term (and an electric
quadrupole term which won’t be relevant for the present
paper). This term will be much smaller than the typical
electric dipole radiation term and we will see the effect
that this has on quantum mechanical transition rates
and lifetimes.
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II. DERIVATION OF THE 1S HYPERFINE
SPLITTING

We can rewrite the Hamiltonian Eq.(1) in terms of
magnetic moments only as [8]

δH = − 1

r3
[3( ~me · r̂)( ~mp · r̂)− ~me · ~mp]

−8π

3
~me · ~mpδ

3(~r) (6)

where ~mp is the proton magnetic moment, δ3(~r) is the
3 dimensional δ function and r is the proton-electron
separation. We can get an order of magnitude estimate
of the splitting by taking

|me||mp|
a3

0

≈ 10−6eV

where a0 is the Bohr radius. We already anticipate that
the result of our calculation will be a very small fraction
of the ground state energy of 13.6eV

Both particles are spin 1
2 so that the state of the

electron-proton system is given by

|Ψ〉 = |ψ〉 ⊗ |ms〉e ⊗ |ms〉p (7)

where ms = ± 1
2 are the up/down components of the two

s = 1
2 spin states and ψ is the usual hydrogen ground

state given in position space by

ψ(r) =
1√
πa3

0

e−r/a0 (8)

The s = 1
2 index has been suppressed in the spin kets.

(Technical note- Eq.(7) emphasizes that we are working
with a space that is a tensor product of 3 spaces: 1) that
of the hydrogen atom without spin, 2) the electron spin,
and 3) the proton spin. To avoid cumbersome notation
the tensor product symbols will be suppressed for the
corresponding operators.)

Let’s consider the expectation value of the square brack-
eted term in Eq.(6) in the state |Ψ〉. When integrating
over solid angle dΩ the first bracketed term must evaluate
to an expression linear in both ~me and ~mp and must also
be a scalar. The only suitable scalar in the problem is
~me · ~mp. Therefore,

< ( ~me · r̂)( ~mpr̂) >dΩ= η( ~me · ~mp) (9)

where η is a constant independent of ~me and ~mp. To
evaluate η we can take any two constant vectors and
the calculation is best performed using two identical unit
vectors parallel to the z direction. The scalar products
are each equal to cos(θ) in this case so that

η =

∫
cos2(θ)dΩ = 2π

∫ π

0

cos2(θ) sin(θ)dθ = 4π/3.

(10)

The second bracketed term integrated over solid angle
simply evaluates to 4π( ~me · ~mp) so the entire bracketed
term vanishes. Therefore, for the position space part of
the electron-proton state we have

〈Ψ| δH |Ψ〉 = −8π

3
< ( ~me · ~mp) > ψ(0)2

= − 8

3a3
0

< ( ~me · ~mp) > (11)

where the full three dimensional position space integral
has been done leaving the spin contribution still to be
evaluated.

Considering the full state |Ψ〉 we have a fourfold de-
generacy whose source is exclusively from the spin con-
tribution. We must use degenerate pertubation theory
to determine the first order energy shift. Rather than
diagonalizing a 4x4 matrix in the uncoupled |ms〉e |ms〉p
basis we can proceed by analogy with the treatment of the
spin-orbit coupling in the fine structure of the hydrogen
atom. In the present spin-spin coupling we first note that

− 8

3a3
0

( ~me · ~mp) =
8

3a3
0

(
ege

2Mec
~Se

)
·
(

egp
2Mpc

~Sp

)
(12)

where we have expressed the magnetic moments in terms
of their spin operators. Me,Mp are the electron, proton
masses respectively and ge, gp their respective g-factors.
e is the electronic charge (−e for the electron). We form

the total angular momentum ~S = ~Se + ~Sp so that the
interaction term becomes

~Se · ~Sp =
1

2

(
~S2 − ~Se

2 − ~Sp
2
)

(13)

The sum of two spin 1
2 angular momenta gives one spin-0

state and three spin-1 states which can be written as
|00〉, (the singlet state) and |1− 1〉 , |10〉 , |11〉, (the triplet
states). In terms of the uncoupled basis:

|00〉 =
1√
2

(
|1/2〉e ⊗ |−1/2〉p − |(−1/2)〉e ⊗ |(1/2)〉p

)

(14)

|10〉 =
1√
2

(
|1/2〉e ⊗ |−1/2〉p + |(−1/2)〉e ⊗ |(1/2)〉p

)

(15)

|11〉 = |1/2〉e ⊗ |1/2〉p (16)

|1− 1〉 = |−1/2〉e ⊗ |−1/2〉p (17)

where the notation for the uncoupled basis follows Eq.(7).
It’s clear that the coupled basis states are eigenstates of
the interaction term and independent of Sz. The eigen-
values themselves are easily evaluated:

~Se · ~Sp |〉triplet =
~2

4
(18)

~Se · ~Sp |〉singlet =
−3~2

4
(19)
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Since the coupled basis vectors are orthonormal the per-
turbation is diagonal and we can immediately calculate
the energy corrections from Eqs.(11),(12),(18),(19).

E+ =
1

4

(
2

3

(
Mec

2
)
α4

(
Me

Mp

)
gegp

)
(20)

E− =
−3

4

(
2

3

(
Mec

2
)
α4

(
Me

Mp

)
gegp

)
(21)

where E+ is the shift for the triplet states and E− for the
singlet state. We’ve expressed the physical constants in
terms of the fine structure constant α and the electron
rest energy to facilitate comparison to the fine structure
shifts. These latter are of the order of (Mec

2)α4 so the
hyperfine split of the ground state is about 1800 times

smaller or a factor of
(
Me

Mp

)
. The full energy shift is

∆E = E+ − E−.

∆E =
2

3

(
Mec

2
)
α4

(
Me

Mp

)
gegp (22)

Putting in the values[9] (including ge = 2.00 and gp =
5.59) we find that ∆E = 5.89× 10−6eV = 4.33× 10−7Ry.
This shift corresponds to frequency ν = 1420MHz and
wavelength λ = 21.1cm. The shifts from the unperturbed
level are shown schematically in Figure1

 

Figure 1. Energy shift due to spin-spin coupling of the pro-
ton and electron in the ground state of the Hydrogen atom
(adapted from [8]).

It is interesting to note that the singlet state, with
anti-parallel spins, is the state of lower energy despite the
fact that the magnetic dipoles of the two particles are
parallel. This contrasts with the case of two macroscopic
bar magnets where the moments will line up antiparallel
on closest approach. This traces directly back to the
existence of the delta function term in Eq.(6) which gives
us a contact interaction. (Indeed, without this term
there would be no hyperfine splitting.) If we look at
two small current loops, moments that line up parallel
while at a finite distance will remain that way as the
distance tends to zero since the currents are parallel and
attract. Therefore parallel magnetic moments are the
energetically favorable configuration, all the way down to
point of contact. See Figure2.

 

Figure 2. Two magnetic current loops (a) a finite distance
apart; (b) at contact adapted from [8]).

This is in contrast to two small electric dipoles that if
initially parallel will flip to anti-parallel as the distance
tends to zero at contact. See Figure3. On the other

 

Figure 3. Two electric dipoles (a) at a finite distance apart;
(b) at contact (adapted from [8]).

hand, two macroscopic bar magnets, having finite extent,
can never merge to a r = 0 limit. Therefore there is no
effective contact. The energetically favorable configura-
tion will be for the moments to be anti-parallel at closest
possible approach.

III. DERIVATION OF THE SPONTANEOUS
TRANSITION RATE

To get the spontaneous transition rate A and associated
lifetime we use time dependent perturbation theory to
calculate the rate of stimulated emission, and then use the
relation between the Einstein A coefficient for spontaneous
emission and B coefficient for stimulated emission.

A =
~ω3

10

π2c3
B (23)

where

ω10 =
∆E

~
=

2

3~
(
Mec

2
)
α4

(
Me

Mp

)
gegp (24)

is the emission frequency from one of the triplet states
(S=1) to the singlet state (S=0). It will turn out that the
relevant matrix elements from each triplet → singlet are
identical.
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We assume electromagnetic radiation impinging on the
hydrogen atom in its ground state. The magnetic field
component is given by

~B(t)ext = 2B0 cos (ωt) n̂ (25)

(This is similar in approach to the electric dipole case
treated in [7]. Also, see [10]). The radiation interacts
with the magnetic moments of both the electron and
proton but since |mp| � |me| we can neglect the proton
magnetic moment in what follows([10]). The perturbing
Hamiltonian is then

δH = − ~me · ~B(t)ext
= 2H ′ cos (ωt) (26)

where

H ′ =
egeB0

2Mec

(
n̂ · ~Se

)
(27)

We recognize the radiation is not coherent and will be
a superposition of many modes ω(k) with B0(k) and n̂k.
The general expression for the transition probability from
one of the triplet states to the singlet will then be

P k0←1(t) =
|H ′(k)10|2

~2

sin2
(
ω10−ωk

2 t
)

(
ω10−ωk

2

)2

=
e2g2

eB
2
0(k)

4M2
e c

2~2

∣∣∣
(
n̂k · ~(Se)10

)∣∣∣
2 sin2

(
ω10−ωk

2 t
)

(
ω10−ωk

2

)2
(28)

where ~(Se)10 is the relevant matrix element between the
hyperfine states. In exact analogy with the treatment of
electric dipole radiation (see discussion following Eq.(4);

also [7]), we average the term
∣∣∣(n̂k · ~(Se)10)

∣∣∣
2

over all space

so that the transition probability per unit time becomes

P k0←1(t) =
e2g2

eB
2
0(k)

4M2
e c

2~2

1

3

∣∣∣ ~(Se)10

∣∣∣
2 sin2

(
ω10−ωk

2 t
)

(
ω10−ωk

2

)2 (29)

Now the energy density of the external magnetic field is
given by

uB =
(2B0(k))2

8π
cos2(ωkt) (30)

which we can replace by its time average B0(k)2

4π . Since the
energy density of the magnetic and electric fields in the
waves are equal, the total energy density in each mode is
given by

u(ωk) =
B0(k)2

2π
(31)

We can now express the transition probability in terms
of the energy density

P k0←1(t) =
πe2g2

eu(ωk)

6M2
e c

2~2

∣∣∣ ~(Se)10)
∣∣∣
2 sin2

(
ω10−ωk

2 t
)

(
ω10−ωk

2

)2 (32)

To get the total transition probability we need to sum
over all modes k. Similar to the argument in [7] this is
equivalent to replacing the right side of Eq.(32) by an
integral over dω

P0←1(t) =
πe2g2

e

6M2
e c

2~2

∣∣∣ ~(Se)10)
∣∣∣
2
∫
u(ω)

sin2
(
ω10−ωk

2 t
)

(
ω10−ωk

2

)2 dω.

(33)

Over long times we can take the energy density out of the
integral and evaluate it at ω10. The remaining integral
evaluates to 2πt so that

P0←1(t) =
π2e2g2

eu(ω10)

3M2
e c

2~2

∣∣∣ ~(Se)10)
∣∣∣
2

t (34)

The matrix elements to be computed are with the states
given in Eqs.(14) to (17). The three possible initial states
|1〉 are the triplets and the state |0〉 is the singlet. (Implicit
in these calculations is the fact that the electron spin
operator is in a tensor product with the identity operator
in the proton spin space). Writing the matrix elements
explicitly in component form gives

〈11| ~Se |00〉 =

( −~
2
√

2
,
i~

2
√

2
, 0

)
(35)

〈10| ~Se |00〉 =

(
0, 0,

~
2

)
(36)

〈1− 1| ~Se |00〉 =

(
~

2
√

2
,
i~

2
√

2
, 0

)
(37)

At a glance it is seen that the squared norms of these

vectors are the same and equal to ~2

4 . Putting this result
into Eq.(34) yields

P0←1(t) =
π2e2g2

eu(ω10)

12M2
e c

2
t (38)

Identifying the transition rate

R0←1(t) =
P0←1(t)

t
(39)

with Bu(ω10) gives

B =
π2e2g2

e

12M2
e c

2
(40)

Finally, putting this into Eq.(23), substituting our previ-
ous result for ω10 from Eq.(24), and simplifying, we get
the spontaneous emission rate

A =
2

81
α13

(
Me

Mp

)3

g5
eg

3
p

(
Mec

2
)

~
(41)

This is the rate for transition from any one of the
triplet states. Substituting numerical values[9] gives
A = 2.89× 10−15sec−1 which implies a lifetime τ = 1

A =

3.45× 1014sec = 1.09× 107yr. These values agree to
those quoted in the literature, e.g., see [11],[12]
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IV. DISCUSSION

The extremely long lifetime of the triplet state is char-
acteristic of many magnetic dipole transitions and is ex-
pected based on the discussion of the radiation multipole
expansion given earlier. From [10] typical ratios of mag-
netic dipole radiation rates to those of electric dipole
radiation are of the order of

Rmagnetic dipole

Relectric dipole
≈ α8 (42)

in the hydrogen atom. The 21cm transitions actually
observed are mainly the result of stimulated emission.
One of these processes is collisional excitation and de-
excitation. In the typical interstellar environments where
atomic hydrogen is found this rate[12] is on the order of
≈ 400yr−1 which is very fast compared to the spontaneous
transition rate.

The ground state of the atom is also overwhelmingly
likely to find itself in the higher triplet state. Assuming
thermodynamic equilibrium the number of atoms, n1, in
the higher energy state, is related to the number, n0, in
the lower energy state by

n1

n0
= 3 exp

(−~ω10

kBTk

)
(43)

where Tk is the kinetic temperature of the gas with the
factor of 3 owing to the degeneracy of the higher energy
state. Note that the typical energy of CMB photons at
TCMB = 3K is ≈ 2.6× 10−4eV. The interstellar medium
will be at a temperature Tk higher than this, typically[13]
Tk ≈ 10 to 100K, so that

~ω10 ≈ 5.9× 10−6eV� kBTk (44)

will hold implying n1

n0
≈ 3, even at the T = 10K end of the

scale. The process of collisional emission rapidly followed
by collisional absorption is one of the ways that ensures
that the spectral line will likely be observed.

The second major process involving stimulated emission
relates to Lyman-α radiation[14][15]. The atom is pumped
to the first excited state (n = 2) from one of the hyperfine
levels and then transitions to the ground state’s other
hyperfine level. See Figure4. Each of the fine structure
n=2 levels is split into hyperfine levels (S = J ± 1

2 ). Only
allowed transitions that couple both ground state levels
are shown.

This process is known as the Wouthuysen–Field cou-
pling and is particularly important in the intergalactic
medium where the gas densities may be too small for
thermodynamic equilibrium (Eq.(43)) to hold. It is also
of great importance in modern studies of cosmology in
the reionization era[5]

To cope with the differing temperatures (including that
of the background CMB) a convenient parameter known
as the spin temperature [15][5] has been defined:

n1

n0
= 3 exp

( −T∗
Tspin

)
(45)

Figure 4. Allowed transitions from n=2 to n=1 hyperfine
levels. Notation: SLJ .

where

T∗ =
~ω10

kB
≈ 0.0681K (46)

is the effective temperature of the ground state hyperfine
transition. It’s a parameter that determines the occu-
pation ratio of the two states and encodes the effects of
CMB, kinetic and Lyman-α contributions:

Tspin =
TCMB + ykTk + yαTk

1 + yk + yα
(47)

where yk and yα are kinetic and Lyman-α coupling
terms respectively whose values will depend on the
specific environment of the hydrogen gas. Predictions
and comparison to observations often involve estimating
these coupling terms. In Field’s original (pre-CMB)
formulation there was also a background Lyman-α
temperature Tα which in modern applications is simply
set equal to Tk [5].

21CM physics is a vast subject and the current paper
only covers the basic physics and immediate implications.
Doing justice to its applications is far beyond this paper’s
scope. Current research is heavily focused on cosmological
applications particularly in the onset of reionization and
the first generation of stars and galaxies [4][5]. Both of
these references, particularly[5] give detailed accounts
(and extensive references) and are good starting points
for interested persons. We also recommend [16] as a good
starting point for YouTube presentations/ lectures.
............................................................
Additional Note following from [17]. In this paper we have
adhered to standard treatments of the hyperfine structure
of hydrogen which use the nonrelativistic hydrogen ground
state wavefunction. As is well known [18], the relativistic
hydrogen atom ground state wavefunction that follows
from the Dirac Equation contains a singularity at the
origin. At small distances r � a0/2 the Dirac wavefuncion
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behaves as

v ψ(0) exp

(
1

2
α2 ln

(a0

2r

))

which becomes infinite at the origin. This is a very mild
singularity. To get the factor multiplying our ψ(0) to
be as large as 1.001 would require r v 10−27 m. This
would be deep inside the proton (radius v 10−15 m). The
underlying issue here is the assumption, in both our non-
relativistic calculation and the calculation using the Dirac
wavefunction [19], that the proton is a point particle. This
is clearly not the case and the point charge approximation

breaks down at the order of the proton radius irrespective
of the wavefunction (nonrelativistic versus relativistic)
used in the computation. One must take into account
relativistic corrections as well as corrections from QED
and proton-structure contributions [20], particularly in
the regime where r is of the order of the proton radius or
less. So we are justified in making a cutoff at the lower
limit in the radial integral of the Dirac wavefunction at
the level of the point charge approximation. A calculation,
to lowest order in α, using the Dirac wavefunction gives
an identical result as our Eq.(22) [19].
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The 21-cm Line of Hydrogen and its Role in Astrophysics

Kiwirobot

June 19, 2019

Abstract The neutral hydrogen atom has a hyperfine transition of the 1S state due to the energy difference
between the nucleus spin (proton) and the electron spin being either parallel or antiparallel. The radiation
associated with this transition is at 21-cm (1.42 GHz). The transition is forbidden and so has a very narrow
spectral line. On Earth, hydrogen normally exists as a diatomic molecule and so this radiation is not easily
seen but in the very tenuous interstellar medium, single neutral hydrogen atoms can exist. The existence and
detection of this 21-cm line has been very important in astrophysics. This article will explain the quantum
mechanics of the transition in the 1S neutral atom and discuss its uses in astrophysics and cosmology.

1 Introduction

Astrophysics is the application of physics to the struc-
ture and evolution of our universe. Astrophysical theo-
ries developed from the physics cannot be tested in the
usual way by performing scientific experiments on the
subject in a controlled environment. Instead, astro-
physics and astronomy have to rely on making obser-
vations that infer the theory being tested. Historically,
these observations have been based on what can be
seen with our eyes and so have been of the optical light
arriving at the Earth. More recently, say the last 80
years, observations have extended to the full range of
the electromagnetic spectrum. Further, observations
have now been made of subatomic particles arriving
at Earth from astronomical events and, most recently,
gravitational waves from merging black holes.

Interpretation of these observations requires a thor-
ough understanding of the physics, both of the pro-
cesses that created the radiation and the way in which
the radiation propagates through the intervening space.
This paper discusses one such source of radiation; the
21-cm radio waves that originate from a hyperfine tran-
sition in atomic, neutral hydrogen. Finally, two im-
portant examples of the role of the 21-cm line in as-
trophysics are discussed. A knowledge of the contents
of the course MITx 8.06[1] is assumed – and it is ref-
erenced at several points in the text – but all the as-
trophysics is presented at an introductory level. The
units used throughout are cgs.

2 Hyperfine Splitting

Any undergraduate textbook on quantum mechanics
will develop the theory that describe the behaviour of
an electron in the simplest of atoms, i.e hydrogen.[2]
The starting model for this atom is a single electron
in a 1

r Coulomb potential. The result of this gives a
complete set of eigenstates for the electron which are
enumerated by n (principal quantum number), l (to-
tal angular momentum), ml (z component of angular
momentum) and ms (electron spin). The electron spin

does not form part of the model but is tacked on to give
the required number of states. The eigenenergies of the
electron are dependent only on n and are distributed
thus

En = −13.6

n2
eV (1)

Each energy level has degenerate states labelled by l,
ml and ms.

This simple model can be refined using the Dirac equa-
tion which is relativistically correct and incorporates
electron spin. The Dirac equation adds terms to the
Hamiltonian of the hydrogen atom which represent a
relativistic correction, the coupling between the orbital
angular momentum of the electron L and its spin S (L-
S coupling), and a term called the Darwin correction.
These terms are all of the order α2 smaller than the
binding energy of the atom, where α is the fine struc-
ture constant (1/137). These perturbations are there-
fore about 10−4 smaller than the base energy levels
Eq.(1) and represent small shifts in the energy levels
of the hydrogen atom. These shifts break some, but
not all, of the degeneracies noted above and are called
the fine structure of the hydrogen atom.

There is yet another element missing from this model of
the hydrogen atom. The atomic nucleus of hydrogen,
a single proton, has a spin and therefore a magnetic
moment. Adding this to the model of the hydrogen
atom results in the hyperfine splitting of the energy
spectrum.

The magnetic moment of a proton is given by

µp =
gpe

2mpc
I (2)

where gp is the gyromagnetic ratio and I is the proton
spin. Because the proton is made from 3 quarks and
has structure, the value of gp is 5.59 instead of ∼2, as
for the electron. The magnetic field produced by the
proton couples to the electron spin in a similar way to
the L-S coupling of the fine structure, but note that
µp has the proton mass mp in the denominator. This
makes the magnetic field due to the proton me

mp
smaller

and so the energies in hyperfine splitting are ∼1/1800
times smaller than the already small fine structure.
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The magnetic field due to the proton is given by [3]

B =
1

r3
(3(µp · r)r − µp) +

8π

3
µpδ

3(r) (3)

This equation has two parts. The first part is what
would be expected from classical electromagnetism. It
is correct but it has an issue of a singularity at r = 0.
By considering an infinitesimal sphere with a magnetic
dipole, it is possible to show that the field has a con-
stant value inside the sphere which then gives the value
at r = 0 [3]. This value appears as the second term
with the δ function. Given this B field, the Hamilto-
nian for the electron is

Hhf = −µe ·B

= − 1

r3
(3(µp · r)(µe · r)− µe · µp) (4)

− 8π

3
µe · µpδ3(r)

This Hamiltonian represents a small perturbation of
the main Hamiltonian. The first order energy shift
due to Hhf can be obtained from perturbation theory
[1] and to first order is

∆E = 〈ψ|Hhf |ψ〉. (5)

3 Application to the 1S Hydro-
gen Atom

The 1S ground state of an hydrogen atom is

ψ0 =
1√

(πa3o)
e−r/a0 ⊗ |s〉 (6)

where the spin states have been included through a
tensor product. This state has no θ or φ dependence
and is spherically symmetric; as are all l = 0 states.
Consider the first term in Eq.(4). Assuming the spins
are aligned with the z-axis – without loss of generality
– the integral for this term becomes, after expanding
the dot products

∫

V

− 1

πa3o
e−2r/a0

µeµp
r3

(3cos2θ − 1)r2sinθdrdθdφ (7)

where θ is the spherical polar coordinate between r
and the z-axis, i.e z = rcosθ. Because of the lack of
angular dependence of the ground state Eq.(6), the θ
part of this integral evaluates to zero making the whole
integral zero Now consider the second term of Eq.(4).
The ground state Eq.(6) is non-zero at r = 0 and so
integration with the δ function of Eq.(4) returns a non-

zero result.

∆E = 〈ψ0|Hhf |ψ0〉

= −〈ψ0|
8π

3
µe · µpδ3(r)|ψ0〉

= −8π

3
(〈ψ0|δ(r)|ψ0〉 ⊗ 〈s|µe · µp|s〉) (8)

= −8π

3
|ψ0(r = 0)|2〈s|µe · µp|s〉

=
8π

3

1

πa30

e2gpge
4mpmec2

〈s|S · I|s〉

The minus is removed from the last equation because
µe = − ege

2mec
S. This then leaves the expectation value

for S · I. This is another spin-spin coupling and so
it can be treated the same as L-S coupling. The z
components of S and I do not commute; it is the sum
of the spins F = S+I that are diagonalisable and S ·I
can be obtained in the usual way [1].

F 2 =I2 + S2 + 2S · I

S · I =
1

2
(F 2 − S2 − I2) (9)

The basis states that diagonalise F 2, Fz, S
2 and I2 are

given by [4]

1√
2

(| ↓↑〉 − | ↑↓〉) (f = 0)

1√
2

(| ↓↑〉+ | ↑↓〉) (f = 1)

| ↑↑〉 (f = 1)

| ↓↓〉 (f = 1)

(10)

The eigenvalues f from F 2 are in brackets. The matrix
elements for S · I in this basis can be evaluated using
Eq.(9).

〈s|S.I|s〉 =
1

2
h̄2(f(f + 1)

− s(s+ 1)− i(i+ 1)) (11)

= −3

4
h̄2

for f = 0, s =
1

2
, i =

1

2
singlet state

=
1

4
h̄2

for f = 1, s =
1

2
, i =

1

2
triplet state

The singlet state is shifted down and the triplet states
are shifted up. The total shift is h̄2 and so the energy
shift between the two levels is given by Eq.(8) as

∆Etot =
8π

3

h̄2

πa30

e2gpge
4mpmec2

(12)

= 5.884× 10−6eV

The corresponding photon for this energy difference
has a frequency (using ∆E = hν) of 1422.8 MHz and
a wavelength of 21.07cm. It is this radiation that is
referred to as the 21-cm line and which has such im-
portance in astrophysics.
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4 Transition Rate and Line Width

The hyperfine splitting of the 1S energy levels in hydro-
gen can be traced to the orientation of the spin of the
proton and the electron. Changes to these spin states
have no effect on the distribution of charge in the atom
and so the dominant interaction with the electromag-
netic field, i.e. through the electric field, does not affect
these transitions. The 21-cm transition is therefore for-
bidden. Transitions can still happen through the mag-
netic field interaction (and the quadrupole interaction)
but these are much less likely; the magnetic field for
an electromagnetic wave is 1/c smaller. Derivations
of the transition rate are sparse in the literature and
textbooks but here are two [5][6].

The transition is mediated through the magnetic in-
teraction. The Hamilton for the electron’s interaction
is

HB = −µe ·B
=

gee

2mec
S ·B (13)

The interaction between the nuclear spin and the mag-
netic field can be ignored because it will be me/mp

smaller. The B-field is taken as a sinusoidal oscilla-
tion.

B = B0 p cosωt (14)

The quantity p is a unit vector specifying the polar-
isation of the electromagnetic wave. It is necessary
to include this because the interaction with a dipole is
polarization dependent. Applying time-dependent per-
turbation theory to the Hamilton gives the transition
probability to go from initial state (i) to final state (f)
as [1]

Pf = |〈f |S · p|i〉|2
(
geeB0

2mech̄

)2
sin2((ω − ωfi)t/2)

(ω − ωfi)2
(15)

where ωfi = (Ef − Ei)/h̄. This probability must be
summed over all the final states. There is only a single
final state for the electron, i.e. the singlet state of the
ground state. Not so the photon. It is necessary to
sum over all the final photons state. To achieve this
we apply box regularisation[1]. This involves a summa-
tion over a large but finite sized volume with periodic
boundary conditions. Before doing this, it is neces-
sary to address two parts of Eq.(15), i.e. the matrix
elements and the value of B0.

The matrix element contains a reference to p. Setting
this up as a unit vector at an angle θ to the z-axis and
in the z-x plane, without loss of generality, gives

S · p = Szcosθ + Sxsinθ (16)

The electron transitions from an initial triplet state to
a final singlet, ground state, see Eq.(10). Choosing the

Figure 1: The arrangement of polarisation vectors and
photon momentum vector.

actual initial state as | ↑↑〉 gives

〈f |S · p|i〉 = 〈 1√
2

(〈↓↑ | − 〈↑↓ |)|Szcosθ + Sxsinθ| ↑↑〉
(17)

The initial and final states are eigenstates of Sz and
are orthogonal. The Sz part is therefore zero. Noting
that Sx only works on the first arrow in the bras and
kets and applying Sx to the spins states leads to

〈f |S · p|i〉 =
1√
2
〈↓↑ |Sxsinθ| ↑↑〉

=
h̄

2
√

2
sinθ (18)

The value of B0 can be found from a semi-classical
argument by asking what would the B-field be for a
single photon. A proper handling of this would require
quantisation of the electromagnetic field. The total B-
field energy in a volume V is given by

B2
0

8π
× 1

2
× 2× V = nh̄ω (19)

The first term is taken from classical electromagnetism.
The second is because the field is oscillating and so we
actually need the root-mean-square value. The final 2
is because there is the same amount of energy in the
E-field. If we have a single photon (n = 1) this can be
rearranged to give B2

0 . The probability of a transition,
Eq(15), then becomes

Pf =
πh̄ω

4V

(
gee

mec

)2
sin2((ω − ωfi)t/2)

(ω − ωfi)2
sin2θ (20)

To proceed from here requires the summation of Pf
over all photon directions k and both polarisations,
p1 and p2. The polarisations enter Pf through sin2θ.
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Consider the arrangement of vectors in Fig 1. The k
vector is at an angle θk to the z-axis. The new angle
θk will be the variable used to sum the k vectors. p2
is then defined to lie in the x-y plane and, as it should
be, is normal to k. It’s angle to the z-axis θ2 is π/2.
The third vector is normal to both p2 and k and is at
an angle θ1 = π/2 − θk to the z axis. The summation
of these polarisation can then be reduced to

∑

i=1,2

sin2θi = sin2(π/2− θk) + sin2(π/2)

= cos2θk + 1 (21)

We can now sum over all the photon vectors k. The
values of k are discrete in the large volume V used
in box regularisation. As the volume goes to infinite,
these become a continuum with the number of state
per unit volume given by V d3k

8π3 [1]. The probability
integral then becomes

P =

∫

Vk

Γ
sin2((ω − ωfi)t/2)

(ω − ωfi)2
(cos2θk + 1) dVk (22)

where

Γ =
V

8π3

πh̄ω

4V

(
gee

mec

)2

dVk = dk k2sinθkdθkdφk (23)

Vk is the volume in k-space. Note that the infinite
volume V used for box regularisation cancels on the
top and bottom. This integral can then be solved using
the arguments from Fermi Golden Rule [1], i.e as t gets
larger, the main contribution comes from the central
lobe of the sin2x/x2 distibution and so ω ∼ ωfi. This
makes k in Eq.(23) a constant equal to ωfi/c. The
integral of the sin2x/x2 part becomes

∫ ∞

0

sin2((ω − ωfi)t/2)

(ω − ωfi)2
dω

c
=
πt

2c
(24)

Pulling all these results together gives the Einstein co-
efficient A for the transition rate as

A = P/t =
V

8π3

ω2
fi

c2
πh̄ωfi

4V

(
gee

mec

)2
π

2c

16π

3

=
g2eω

3
fih̄e

2

12m2
ec

5
(25)

where the last fraction comes from the integration of
the θk terms. The transition rate can now be calculated
as 2.85× 10−15s−1 This is a very small transition rate
and corresponds to a lifetime of the triplet state of
τ = 1.1× 107 years.

This very long lifetime has an effect on the natural
line width of the radiation. A radiation process with
a large uncertainty in the time that it will happen δt
has a correspondingly small uncertainty in the energy

δE of the transition. These are related through the
Heisenberg uncertainty principle.

δE =
h̄

δt
(26)

hδν =
h̄

τ
(27)

Using the value of τ from above gives a frequency un-
certainty of 10−15Hz. This represents a very small line
width resulting in a very precise frequency of the radi-
ation from hydrogen. Astonishingly, the frequency of
this radiation has been determined as 1420.4057517667
MHz. This is one of the most precisely known physical
values.

5 Importance in Astrophysics

The 21-cm line radiation is rarely produced on Earth
because of the slow transition rate and the fact that
hydrogen normally exists as a diatomic molecule. An
exception to this is the hydrogen maser [7]. In space,
where gas densities can be measured as several atoms
per cubic metre, it is possible for isolated, neutral hy-
drogen atoms to exist. The slow transition rate of
these atoms is balanced by the amount of hydrogen;
75% of the normal matter in the universe is hydrogen.
The 21-cm line was observed in the 1930s and was the
first step out of the optical part of the electromagnetic
spectrum for astronomers. The 21-cm line observations
have an advantage over optical observations. Not only
does it pass though the Earth’s atmosphere (1.4 GHz
is a frequency used in satellite communication) but it
also passes through the dust and gas in the universe
that obscure large parts of the sky, particularly for our
galaxy.

Observations of the 21-cm line radiation from neutral
hydrogen (usually referred to as HI) have made a huge
contribution to astrophysics. It is the properties noted
earlier, i.e. precise frequency and long life of the state,
that make the transition so useful. We consider two
important examples of this.

5.1 Mapping the Dynamics of Hydro-
gen Gas in Galaxies

Radiation from a source that is moving is Doppler
shifted. This is very familiar when listening to the
tone of a passing vehicle lowering as it drives by. A re-
ceding object has an observed lowering of its frequency
and visa versa for an approaching object. The same
thing happens to light but the velocities required to
produce a measurable shift are much higher. The fre-
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Figure 2: A contour map showing the line of sight ve-
locities of the HI gas in the galaxy NGC5055. [9]

quency shift for light can be quantified using [8]

ν′ = ν

(
1− v

c

1 + v
c

)
(28)

Galaxies have typical recession velocities of 100’s km
s−1. A recession velocity of 100 km s−1 would produce
a frequency shift of about 1 MHz on 21-cm radiation at
1.4GHz. The very precise frequency of the 21-cm line
makes measuring the accurate Doppler shifts of the HI
gas in galaxies a possibility.

Galaxies are broadly categorised as either spiral or el-
liptical. The elliptical galaxies are gas poor and so
are not candidates for observation. On the other hand,
spiral galaxies have large amounts of neutral hydrogen.
Fig 2 shows a typical contour map of the observed line
of sight velocities of HI gas for a spiral galaxy. The
pattern of the contours is consistent with a flat, rotat-
ing, disc galaxy viewed at an angle.[9] The velocities
in the central contours are about 510 km s−1 and this
is the velocity at which the galaxy is receding. On one
side of this there is an area where the velocities are
smaller than the recessional velocity due to the motions
in the rotating disc projected towards the observer. On
the other side the reverse happens. These observations
have provided an invaluable tool in studying the inter-
nal motion of spiral galaxies.

One of the most important discoveries from these ob-
servations of spiral galaxies was that the rotation curves
– the variation of the rotation velocity of the disc with
radius – showed that the speed of rotation was approx.
constant out to very large radii. It was expected that
the velocities would fall away based on the distribution
of matter that could be seen. This was the first indi-
cation that there was a large amount of unseen, dark
matter. At the time it was speculated that this was

just cold, ordinary matter. It is now thought these ro-
tation curves indicate the presence of exotic dark mat-
ter which forms a large part of the universe and has a
central role in its evolution. The nature of dark mat-
ter is still unknown and its study links straight back to
quantum physics.

5.2 21-cm Cosmology

Before discussing the 21-cm hyperfine transition in the
context of cosmology [10], it is necessary to tell a part
of the currently accepted story of the universe. The
universe began with a big bang about 1.38×1010 years
ago. Soon after the big bang, the universe was an ex-
panding plasma of heavily interacting charged particles
and photons. After about 380,000 years the expansion
had cooled the universe to the point where electrons
could combine with protons to form hydrogen atoms.
This point is called recombination and is where mat-
ter becomes neutral allowing the photons to decouple
from the atoms. These photons are visible today as
the cosmic microwave background (CMB) which car-
ries an imprint of the structure of the universe at this
time period. The universe at this point was mainly
flat and homogeneous but with some small variations
in density. After recombination, the universe contin-
ues to cool and go dark. This is referred to as the
cosmic dark ages and lasted about 1 billion years dur-
ing which little was visible. The initial variations in
the density of the universe started to grow, driven by
gravity and assisted by dark matter. The universe then
entered the re-ionisation phase. In this phase, grav-
ity had pulled together enough matter, to high enough
densities, to start star formation in early galaxies. The
photons from these stars start to re-ionise the gas in the
universe which becomes visible again. From here, the
universe keeps expanding, stars and planets form, life
begins onward to the present day. From our current
position we look out into space and can see the his-
tory of the universe mapped out against distance from
the Earth: the further away we observe, the longer the
light has been travelling and the further back in time
we see. Also, the light from further away experiences
a cosmological redshift due to the light propagating in
space that is expanding; the wavelength increases for
light that has been travelling for longer.

The cosmic dark ages are a period of great impor-
tance because it is the missing link between the very
early universe with small density enhancements and
the modern universe with all its fully formed struc-
ture. We know very little about this period because
the universe was dark and not emitting light. This is
where the 21-cm line has become another tool for ob-
servation because of the long life of the HI state and its
precise frequency. During the dark ages, the universe
was largely made of neutral hydrogen. This hydro-
gen was illuminated by the photons from the big bang.
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These photons are visible today, after being redshifted,
as the cosmic microwave background. It is possible for
the neutral hydrogen to absorb photons from the CMB
at the very precise frequency of the 21-cm line leaving
a small gap in the continuous, black body spectrum of
the CMB. This small gap, called an absorption line, is
then redshifted to lower frequencies. The amount of
redshift depends on the time during the cosmic dark
ages that the absorption happened. Current observa-
tional effort is therefore looking for a ’forest’ of these
absorption lines in the CMB. The frequency shifts in
these forests then maps out the distribution of neutral
hydrogen in time and space in the early universe and
provide a window into the cosmic dark ages. Also, the
amount of absorption is dependent on the proportion of
hydrogen atoms sitting in the singlet state; only these
unexcited atoms can absorb a photon at 21-cm. The
hyperfine transition of hydrogen has a very low energy
threshold and so the atoms can be excited to the triplet
state as a result of atomic collisions. Once excited, the
atoms can remain in this excited state for a significant
proportion of the period of the dark ages. Therefore,
the proportion of excited hydrogen atom is related to
the environment around the neutral hydrogen and so
observations of 21-cm absorption can provide informa-
tion not only about the distribution of neutral hydro-
gen but also about the conditions in the cosmic dark
ages.

6 Conclusion

This paper has shown how quantum physics has a cen-
tral role in astrophysics not only in theorising about
the particle physics of the big bang but also in allow-
ing and interpreting astrophysical observations. Much
of our understanding of the universe is grounded in
the theory and predictions of quantum physics. Fur-
ther, astrophysics provides opportunities to contribute
to our knowledge of quantum physics through, for in-
stance, the study of dark matter.
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A case of study: CP violation in the neutral kaons system

Antonio Mason
(Dated: June 19, 2019)

This work describes the neutral kaons system by choosing suitable bases, stressing how strangeness
eigenstates, CP eigenstates and mass eigenstates differ. We’ll see in particular that CP eigenstates
are almost mass eigenstates in the vacuum, thus allowing only for a small CP violation.

I. INTRODUCTION

In high energy physics particles and their antiparticles
are produced in equal amounts. The observable universe,
instead, is almost entirely made up of matter, with only
traces of antimatter: how can we reconcile these two
facts?

The Russian physicist Andrei Sacharov in 1967 stated
three necessary conditions for the universe to develop
asymmetry between matter and antimatter. The first
condition states that the universe be not in thermal equi-
librium, the second requires the violation of the baryonic
number and the third is concerned with the violation of
CP symmetry. In our understanding of particle physics
processes violating the baryonic numbers are beyond the
standard model, while processes violating CP can be ac-
commodated in the Cabibbo-Kobayashi-Maskawa matrix,
which describes the mixing among the three generations
of quarks [1]. Up to now, however, the observed violation
of CP symmetry is too scarce to explain the asymmetry
between matter and antimatter.

Processes where CP is violated were observed for the
first time in the system of neutral kaons by Cronin and
Fitch in 1964. In 1972 Kobayashi and Maskawa showed
that the standard model of particles can allow for CP
violation if there are at least three generations of quarks
(only two were known at that time); the quark bottom was
discovered in 1977 and the quark top in 1995. The search
for CP violating processes is now well established: an
interesting sector concerns neutral mesons involving the
quark bottom, because of its higher masses and energies
with respect to the kaons, allowing perturbative methods.
Finally CP violating processes concerning leptons are
under investigation because neutrinos, whose observed
phenomenology is beyond the standard model of particles,
can account for other sources of CP violation.

Quantum mechanics can describe the neutral kaons
system as an abstract two-states system, regardless of the
standard model of particles. CP violation shows a rich
phenomenology (direct and indirect) and coherent and
incoherent regeneration allows for comparison with light
polarization (respectively birefringence and dichroism).

This work describes the neutral kaons system by choos-
ing suitable bases, stressing how strangeness eigenstates,
CP eigenstates and mass eigenstates differ. We’ll see in
particular that CP eigenstates are almost mass eigen-
states, thus allowing only for a small CP violation.

II. DISCRETE TRANSFORMATIONS IN
PHYSICS

There are three discrete transformations who play a
fundamental role in the description of microscopic interac-
tions, namely the parity P , the charge conjugation C and
the time reversal T . The discussion of these symmetries
will introduce us to the consequences of CP violation.

A. Parity

Parity transformation consists in exchanging left with
right or, more precisely, consider what happen when you
reverse the spatial coordinates, letting, with standard
notation, (x, y, z)→ (−x,−y,−z) or, in vector notation,
~r → −~r. This transformation, as well as charge con-
jugation and time reversal, is called discrete because it
cannot be described in terms of a continuous parameter,
like spatial translations or rotations. By applying parity
transformation to a wave-function we have the equation
Pψ(~r) = ψ(−~r). Let’s apply two times the parity trans-
formation:

P 2ψ(~r) = PPψ(~r) = Pψ(−~r) = ψ(~r), (1)

obtaining the important result that the P 2 = 1, where
1 means the identity operator. Equation (1) means that
the eigenvalues of the parity transformation are ±1 and
its eigenfunctions are the familiar even (with eigenvalue 1)
and odd (with eigenvalue −1) functions. From quantum
mechanics we knows that an operator is conserved if it
commutes with the Hamiltonian; for example a spherically
symmetric potential is invariant under parity because
V (~r) = V (r) = V (−~r). The relation ~r → −~r in spherical
coordinates provides the relations θ → π − θ, φ→ π + φ.
By applying these rules to the general formula of spherical
harmonics it can be shown that

PYlm(θ, φ) = (−1)lYlm(θ, φ), (2)

so even l states have positive parity and odd l states have
negative parity.

It is an experimental fact that electromagnetic and
strong interactions preserve parity. As a consequence,
wave-functions describing particles have definite parity.
Let’s consider a electric dipole transition: the selection
rule ∆L = 1 holds, therefore atomic initial and final
states have opposite parity. In order to ensure parity
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conservation the emitted dipole radiation, that is identi-
fied with a single photon, has value −1. In this sense we
affirm that the intrinsic parity of the photon is −1. The
reader should have guessed that parity is a multiplicative
quantum number: the parity of a composite system is the
product of the parities of each sub-system.

Weak interactions violates parity. Just consider an
electronic neutrino, a spin 1/2 particle that do not have
electromagnetic or strong interaction. If parity were pre-
served we should expect that the projection of the spin
along the direction of motion may assume ±~

2 values,

but only electronic neutrinos with Sz = −~
2 have been

observed. If we apply parity to such a particle we reverse
its momentum, whilst its spin remains unchanged. The
net result is a neutrino with Sz = ~

2 along the direction of
motion, which simply does not exists, as far as we know.

B. Charge conjugation

Now we discuss the charge conjugation operator C:
originally it was defined by its action onto an electric
charge q, namely Cq = −q and, thinking of the wave-
function of a particle with electric charge q we have,
Cψ(q) = ψ(−q). By repeating the same steps of Eq. (1)
we conclude that the C operator has eigenvalues ±1.

More generally now we consider the operator C as
an operator transforming a particle into its antiparticle;
according to this definition C can be applied also to
electrically neutral particles and it reverse the sign of all
the quantum numbers associated with a particle. As a
consequence, it does not preserve leptonic and baryonic
numbers, meaning that the charge conjugation is not
associated with a real physical process.

Let’s consider an example: by applying C to a proton
we end up with an anti-proton, which has electrical charge,
baryonic number and magnetic dipole moment opposite
with respect to the proton, but it has the same spin. This
fact is in agreement with experiments so we say that
strong and electromagnetic interactions preserve C.

Weak interaction instead does not preserve C, as it
can be shown by following the same argument used for
parity violation. By applying C to an electronic neutrino
we would obtain an electronic anti-neutrino with the
same momentum and the same spin, namely an anti-
neutrino with spin anti-aligned with respect to momentum,
which does not exists. We conclude that weak interaction
violates both parity and charge conjugation, but it could
preserve CP symmetry because if we apply both C and
P to a neutrino, whose spin is anti-aligned with respect
to its momentum we end up with an anti-neutrino whose
spin is aligned with momentum, and this is a physical
state.

Up to the Cronin and Fitch experiment [2] the common
opinion was that weak interaction, even if it strongly
violates parity and charge conjugation, it would preserve
the combined CP symmetry. The discovery of a small CP
violation in the neutral kaons system was a real surprise.

C. CP , T and CPT symmetries

In the description on the physical world the CPT sym-
metry is a cornerstone. It means that if in a process we
reverse the coordinates, we exchange particles with an-
tiparticles and we reverse all momenta then, by applying
CPT to a real process we should end up into another real
process.

The violation of CP implies therefore a violation of
T , in order for CPT to hold. The observed CP viola-
tion could account, at least partially, for the asymmetry
between matter and antimatter that we observe in our
universe. Another consequence of the CPT theorem is
the equality of mass and average life of a particle and
its antiparticle. If weak interaction preserved C, this
symmetry would suffice to ensure this equality, but the
violation of C requires the more general CPT symmetry.

III. A PRIMER OF THE QUARK MODEL

At a fundamental level strong interaction concerns
quarks and gluons. There are six flavors of quark: up,
down, charm, strange, top, bottom. Gluons transmit
strong interaction and the charge associated with the
interaction is called color (just a conventional name, with-
out any reference to the ordinary colors). Each quark
flavour can exists in three different colors and gluons are
classified in eight types. Strong interaction affects the
color of the quarks, but leaves unchanged their flavour: in
order to change flavour, i.e. when a neutron decays into
a proton a quark up changes into a quark down, weak
interaction has to be taken into account.

Strong interaction produces states with definite flavor,
described in the quark model in the following way:

∣∣K0
〉

= |ds̄〉 ,
∣∣K̄0

〉
=
∣∣d̄s
〉

(3)∣∣K+
〉

= |us̄〉 ,
∣∣K̄−

〉
= |ūs〉 , (4)

where the superscripts 0,+,− refer to the electric
charge: in unit of the elementary charge, quark up has
charge 2/3 and quark down −1/3; anti-quarks, denoted
by bars, have opposite electrical charges. In particular
strong interaction preserve strangeness, a quantum num-
ber equal to 1 for the s quark and equal to −1 for the s̄
quark.

Strong interaction distinguishes between
∣∣K0

〉
and∣∣K̄0

〉
because they are produced by different reactions:

K+ + n→ K0 + p (5)

K− + p→ K̄0 + n, (6)

where n = |udd〉 is the neutron and p = |uud〉 is the pro-
ton. Moreover the products in Eq. (5) and (6) interacts
in different ways, for example

K0 + p→ K+ + n but K̄0 + p9 K+ + n (7)

K̄0 + p→ π0 + Σ+ but K0 + p9 π0 + Σ+, (8)
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where the meson π0 is a neutral combination of quark
u and d and Σ+ = |suu〉 is a baryon with strangeness
equal to −1. As said before, strong interaction preserves
strangeness, thus allowing the left reaction of Eq.(7) and
Eq. (8) but forbidding the right reaction of Eq. (7) and
Eq. (8).

IV. KAONS DECAY AND CP VIOLATION

Neutral kaons, produced by strong interaction with
definite flavor, decay through weak interaction in states
containing two or three pions. Pions are pseudoscalar
particles, meaning that the quantum numbers describ-
ing their spin j and parity P are jP = 0−. As neutral
mesons they are invariant under the charge conjugation
symmetry C, hence the state composed of two pions is a
CP eigenstate with eigenvalue +1 whilst the state com-
posed of three pions is a CP eigenstate with eigenvalue
−1. If weak interaction preserved CP symmetry only a
+1 eigenstate would decay into two pions and only a −1
eigenstate would decay into three pions.

By remembering Eq. (3) it’s clear that definite flavor
states are not CP eigenstates:

CP
∣∣K0

〉
=
∣∣K̄0

〉
and CP

∣∣K̄0
〉

=
∣∣K0

〉
, (9)

but we can express these states are linear combination of
CP eigenstates, by defining the states

∣∣K0
1

〉
and

∣∣K0
2

〉
in

the following way:

∣∣K0
1

〉
=

1√
2

(∣∣K0
〉

+
∣∣K̄0

〉)
(10)

∣∣K0
2

〉
=

1√
2

(∣∣K0
〉
−
∣∣K̄0

〉)
.

With a straightforward calculation we can express the
states

∣∣K0
〉

and
∣∣K̄0

〉
as linear combination of the CP

eigenstates:

∣∣K0
〉

=
1√
2

(∣∣K0
1

〉
+
∣∣K0

2

〉)
(11)

∣∣K̄0
〉

=
1√
2

(∣∣K0
1

〉
−
∣∣K0

2

〉)
.

Suppose we prepare, through nuclear reactions, a pure
state of

∣∣K0
〉
. If CP were not violated the eigenstates

in the vacuum would be
∣∣K0

1

〉
and

∣∣K0
2

〉
defined in Eq.

(10). Because of the narrow energy space, i.e. the mass
of three pions in slightly lower than the mass of the kaon,
the decay into three pions is suppressed with respect to
the two pion decay. As a consequence the average life for
the two pion decay is about 600 times shorter than the
average life for the three pions decay.

In 1964 Christenson, Cronin, Fitch and Turlay discov-
ered that also the long life kaons can decay into two pions,
thus violating CP [2]. The states defined in Eq. (10)
are not exactly states with definite mass and average life.
Let’s call these states |KS〉 and |KL〉, where S stand for

short and L stands for long. We can follow the same
steps that led us to define the CP eigenstates in Eq. (10)
by expressing the definite flavor states |K0〉 and

∣∣K̄0

〉
,

which we consider, as far as the propagation in vacuum
is concerned, as di-chromatic waves, superposition of the
monochromatic waves |KS〉 and |KL〉.

Likewise we can express |KS〉 and |KL〉 as superposi-
tion of the definite CP states

∣∣K0
1

〉
and

∣∣K0
2

〉
. From an

abstract point of view we are dealing with a two states
system, so any basis composed of two orthogonal states
is legit: according to the relevant Hamiltonian one basis
is more convenient that another one. By implementing
this guideline we can write the following equations:

|KS〉 = p
∣∣K0

〉
+ q

∣∣K̄0
〉

(12)

|KL〉 = q
∣∣K0

〉
− p

∣∣K̄0
〉
.

Ortho-normalization requires that |p|2 +
∣∣q2
∣∣ = 1. In a

similar manner we can express the definite mass states
|KS〉 and |KL〉 as superposition of states

∣∣K0
1

〉
and

∣∣K0
2

〉

defined in Eq. (10):

|KS〉 =

∣∣K0
1

〉
+ ε
∣∣K0

2

〉
√

1 + |ε|2
(13)

|KL〉 =

∣∣K0
2

〉
− ε
∣∣K0

1

〉
√

1 + |ε|2
.

The idea behind Eq.(13) is straightforward: the observed
indirect violation of CP symmetry is embodied in the
complex parameter ε, who magnitude is about 2.3× 10−3.
If CP were conserved ε = 0 and p = q therefore we could
identify CP eigenstates with definite mass eigenstates.
Note that, because of the small value of ε, at first order
in epsilon Eq. (13) can be simplified as

|KS〉 =
∣∣K0

1

〉
+ ε
∣∣K0

2

〉
(14)

|KL〉 =
∣∣K0

2

〉
− ε
∣∣K0

1

〉
.

This kind of CP violation is called indirect because
we ascribe it to the presence of a small contribution
of the CP = −1 eigenstate

∣∣K0
2

〉
in the definite mass

eigenstate |KS〉 and of a small contribution of the CP = 1
eigenstate

∣∣K0
1

〉
in the definite mass eigenstate |KL〉. This

raise e question: what would be a direct violation of CP
symmetry? It would involve for example the CP = −1
eigenstate

∣∣K0
2

〉
decaying into two pions. Experimentally

this can be shown by comparing the amplitudes of charge
conjugate mesons. Experiments have detect this kind of
CP violation, with even smaller amplitude.

V. TIME EVOLUTION

In order to study the time evolution of the states we
choose a basis in terms of energy eigenstates: the time
evolution is relatively simple and, for stable states, it
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reduces to a phase. Kaons states are not stable and this
phenomenon can be accounted for by including complex
matrix eigenvalues.

In order to keep the algebra cleaner in this section we
set c = 1 and ~ = 1 in order to treat with the same
footing masses and decay width, which have the units of
energy.

Let’s suppose for the sake of simplicity that CP is not
violated by the weak interaction and analyze the following
experimental situation: at time t = 0 we have produced,
through strong interaction, a pure

∣∣K0
〉

state, that is a
pure s = 1 state. We have already pointed out that this
state, from the point of view of weak interaction, has to
be thought as made of 50% of

∣∣K0
1

〉
and of 50% of

∣∣K0
2

〉
,

as shown in Eq. (11). After about 10−9 almost all the∣∣K0
1

〉
have decayed leaving a beam of

∣∣K0
2

〉
with intensity

half with respect to the initial one.
Consider again the strong interaction: our beam of∣∣K0
2

〉
can be described as a superposition of

∣∣K0
〉

and∣∣K̄0
〉

so by starting with a pure
∣∣K0

〉
beam we can gener-

ate
∣∣K̄0

〉
. By interacting with a target the

∣∣K̄0
〉

compo-

nent will be absorbed more with respect to
∣∣K0

〉
(more

reaction channels are open at low energies) enabling the
regeneration of the

∣∣K0
〉
. This chain of reactions is an

oscillation of strangeness because we can swap back and
forth from eigenstates with strangeness equal to 1 to
eigenstates with strangeness equal to −1.

A key feature of the formalism is the different mass
associated with different eigenstates:

∣∣K0
〉

and
∣∣K̄0

〉
have

the same mass because they are a particle antiparticle
couple. The CP eigenstates

∣∣K0
1

〉
and

∣∣K0
2

〉
instead show

a little mass difference because their weak interaction
is slightly different. This phenomenon is similar to the
different mass of proton and neutron due to the electro-
magnetic interaction (in the latter case the difference is
much greater).

We know from quantum mechanics that an eigenstate

wave-function contain the term e−
iEt
~ [3]. In the reference

frame where the particle is at rest the energy is the rest
energy E = mc2 = m. In natural units the phase factor
is reduced to e−imt. In addition we have to include a
term describing the decay of the particle. A standard
way consists in including a imaginary term to the mass,
thus allowing us define a complex mass M = m − iΓ/2
where Γ is related to the average life of the particle by
τ = ~

Γ = 1
Γ in natural units. This approach reflects very

closely the relation between the refraction index and the
absorption index in classical electrodynamics [4].

Let’s apply this formalism to the CP eigenstates sup-
posing that we have produced a pure S = −1 eigenstate∣∣K0

〉
at t = 0. By including the time dependence into Eq.

(11) we start with

∣∣K0(0)
〉

=
1√
2

(∣∣K0
1 (0)

〉
+
∣∣K0

2 (0)
〉)

(15)

¯|K0(0)〉 = 0,

where we have included also
∣∣K̄0(0)

〉
because we expect

to generate it.
In our approximation

∣∣K0
1

〉
and

∣∣K0
2

〉
are energy eigen-

states hence their time evolution is simple. By defining
M1 = m1 − iΓ1

2 as the complex masses of
∣∣K0

1

〉
and

M2 = m2 − iΓ2

2 the states
∣∣K0

1 (t)
〉

and
∣∣K0

2 (t)
〉

are

∣∣K0
1 (t)

〉
=
∣∣K0

1 (0)
〉
e−iM1t =

∣∣K0
1 (0)

〉
e−im1te−

Γ1t
2

∣∣K0
2 (t)

〉
=
∣∣K0

2 (0)
〉
e−iM2t =

∣∣K0
1 (0)

〉
e−im2te−

Γ2t
2 .

(16)

We can now express the time evolution of
∣∣K0

〉
as a

superposition of CP eigenstates:

∣∣K0(t)
〉

=
1√
2

(∣∣K0
1 (0)

〉
e−iM1t +

∣∣K0
2 (0)

〉
e−iM2t

)
.

(17)

Equation (17) is a key one because it allows to express
a series of interference effects, among which there are the
strangeness oscillations. In order to put into evidence
this oscillation let’s evaluate the intensity of the particle
beam, which is proportional to the absolute square of the
wave function.

By defining IK1
0
(t) =

〈
K0

1 (t)
∣∣K0

1 (t)
〉

and inserting Eq.

(16) we have

IK1
0
(t) =

〈
K0

1 (0)
∣∣K0

1 (0)
〉
e−Γ1t, (18)

because the imaginary phases involving m1 cancel out,
whilst the real phases involving Γ1 add up. Following the
same line of reasoning

IK2
0
(t) =

〈
K0

2 (0)
∣∣K0

2 (0)
〉
e−Γ2t. (19)

At this point we have all the tools to evaluate a very inter-

esting quantity, that is the ratio
IK0 (t)

IK0 (0) =
〈
K0(t)

∣∣K0(t)
〉
.

This ratio does not depend on the initial intensity of the∣∣K0
〉

beam so we can, without any loss of generality, put

IK0(0) = 1; as a consequence IK0
1
(0) = I0

K2
(0) = 1

2 .

Inserting Eq. (16) we have

IK0(t)

IK0(t)
=
〈
K0(t)

∣∣K0(0)
〉

=

〈
K0

1 (t)
∣∣+
〈
K0

2 (t)
∣∣

√
2

∣∣K0
1 (t)

〉
+
∣∣K0

2 (t)
〉

√
2

(20)

Let’s evaluate Eq. (20) product by product:

〈
K0

1 (t)
∣∣K0

1 (t)
〉

=
1

2
e−Γ1t

〈
K0

2 (t)
∣∣K0

2 (t)
〉

=
1

2
e−Γ2t (21)

The remaining products are complex conjugates and, by

using the Euler identity cos(x) = eix+e−ix

2 they can be
written as
〈
K0

1 (t)
∣∣K0

2 (0)
〉

+
〈
K0

2 (t)
∣∣K0

1 (0)
〉

= e−
Γ1+Γ2

2 t cos((∆m)t),

(22)
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where ∆m = m2 −m1.
By putting all together we have the key result

IK0(t)

IK0(0)
=

1

4

(
e−Γ1t + e−Γ2t + 2e−

Γ1+Γ2
2 t cos((∆m)t)

)
.

(23)

By following the same steps we evaluate also
IK̄0 (t)

IK0 (0) :

IK̄0(t)

IK0(0)
=

1

4

(
e−Γ1t + e−Γ2t − 2e−

Γ1+Γ2
2 t cos((∆m)t)

)
.

(24)

As we said in the previous section the half-life for
decaying into two pions is 600 times shorter for the three
pion decay; in terms of width decay therefore Γ1 ≈ 600Γ2.

Let’s study Eq. (23) and (24) when it has elapsed
enough time that practically all

∣∣K0
1

〉
is decayed but

basically no
∣∣K0

2

〉
has already decayed. Consider for

example the time scale of the nanosecond: τ1 ≈ 90 pc so
the fraction of

∣∣K0
1

〉
surviving after 1 ns is about e−11 ≈ 0

while all
∣∣K0

2

〉
are still there, as we can check by comparing

this timescale with the average-life of
∣∣K0

2

〉
, that is about

50 ns. Let’s insert these approximation into Eq. (23) and
(24) by substituting the first e−Γ1t with 0, e−Γ2t with one,
and neglecting e−Γ2t in the decay width sum, obtaining

the simpler equation for
IK̄0 (t)

IK0 (0)

IK̄0(t)

IK0(0)
≈ 1

4

(
1 + 2e−

Γ1
2 t cos((∆m)t)

)
. (25)

This equation states that in the time windows where∣∣K0
1

〉
is almost all decayed and

∣∣K0
2

〉
is not yet decayed the

ratio between the intensity of
∣∣K̄0

〉
and

∣∣K0
〉

is a steady
1
4 ; indeed the last term of Eq. (25) is suppresses by the
exponential factor and the tiny value of ∆m, amounting
approximately to 3.5µeV makes the cosine modulation
very hard to notice.

Likewise for the regeneration of
∣∣K̄0

〉
we have

IK̄0(t)

IK0(0)
≈ 1

4

(
1− 2e−

Γ1
2 t cos((∆m)t)

)
. (26)

We have obtained a interesting result: at t = 0 we
produce a pure

∣∣K0
〉

beam by strong interaction, then

we let evolve the system in vacuum and for the relatively
long time of a few nanoseconds we have two beams of
particles made of

∣∣K0
〉

and
∣∣K̄0

〉
, each one with intensity

approximately 1
4 of the original beam.

VI. DISCUSSION

The analysis carried out in the previous section in
not entirely accurate because we have identified mass
eigenstates with CP eigenstates even if we know that
this is not true. In any case, the observed violation is
small so this approximation does not make our conclusions
invalid. Moreover it enables us to develop a relatively
simple formalism that would become much cumbersome
(and probably it would not allow us to grasp better this
system) if we had included CP violation, thus working
with the states of Eq. (12).

The kaons system shows interesting features allowing
us a comparison with other physical systems, both in the
classical and in the quantum level, both in quantum me-
chanics and in quantum field theory where CP violation
can play a role in understanding fundamental interactions.

In fact other sources of CP violation processes are being
investigated: a promising realm is provided by the charm
and bottom quark physics. With respect to the kaons, the
true stationary states have very short and almost equal
mean lives. Experiments with such mesons are therefore
challenging.

Finally I would mention the search for CP violation
in the neutrino sector. Neutrinos are elementary parti-
cles and the observed flavour oscillations prove that they
possess a tiny mass. A common feature with the kaons
system is that the states produced by weak interaction
are not mass eigenstates and the complete mixing concern
three kinds of neutrinos, making the general expressions
for the oscillations much more involved with respect to
two states mixing.
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Bell’s inequalities and Tsirelson’s bound
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Bell’s inequality draws a distinction between quantum mechanics and classical mechanics as a
description of the world. It states a limit that bounds classical statistical correlations, but that is
violated only by quantum mechanic correlations. It is natural to ask if quantum mechanic correlations
also have limits. The answer to this question is given by the Tsirelson’s bound, which gives an upper
limit to quantum correlations that can not be violated. In this paper, we derive the original Bell’s
inequality and its generalization or Clauser-Horne-Shimony-Holt inequality. We will also discuss
their importance for quantum mechanics. Finally, we derive and discuss the Tsirelson’s bound. The
derivations done in this paper are for the system of two entangled spin 1/2 particles.

I. OVERVIEW

This paper aims to derive and discuss 3 of the limits to
which statistical and quantum correlations are bounded.
The first limit is known as Bell’s Inequality and is par-
ticularly biased for ideal systems. The second limit is
the generalized Bell’s inequality (also known as Clauser-
Horne-Shimony-Holt, and in the rest of the paper named
as CHSH inequality), and takes into account real experi-
mental systems. Both of the mentioned limits describe a
bound which cannot be violated by classical or statistical
correlations, but which are in many cases violated by
quantum correlations. The last bound is the Tsirelson’s
Bound. This bound puts a limit that cannot be surpassed
even by quantum correlations.

This paper begins with a background to explain quan-
tum predictions and EPR (Einstein–Podolsky–Rosen) ar-
guments. EPR arguments are arguments that vow for
the existence of hidden-variable theories that assume the
incompleteness of quantum mechanics. Then, we begin
the derivation of the first Bell’s inequality aimed at ideal
systems. This Bell’s inequality proves the inconsistency of
EPR arguments and therefore the supremacy of quantum
mechanics. We then derive the Generalized Bell Inequal-
ity which takes into account real experimental systems.
We begin its derivation by mentioning some of the prob-
lems with the first Bell’s Inequality for real experimental
systems. We then state solutions for these problems that
will be used in the derivation of the Generalized Bell’s
inequality. After deriving the Generalized Bell’s inequal-
ity, we proceed to state a particular case, in which it
transforms to the first Bell’s inequality

Then, we derive the Tsirelson’s bound based on math-
ematical formalities of quantum algebra that are stated
at the beginning of the corresponding chapter. We then
present an example to give an overview of the three de-
rived inequalities. We finish with a discussion.

II. BACKGROUND

The lack of determinism and the “spooky” action at a
distance of the theory of quantum mechanics led Albert
Einstein, Rosen and Podolsky ( [1], hereafter referred

to as EPR), to propose an argument which, by means
of “hidden variables”, seeked to restore the apparent
lack of completeness, determinism and causality of quan-
tum mechanics. One of the derivations of EPR was the
Gedankenexperiment proposed by Bohm [2]. Eventhough
the scope of this paper is not aimed to describe hidden
variable theories (EPR and its variations), the experiment
proposed initially as part of the Gedankenexperiment is of
particular importance, as it was used as a set-up in which
to develop Bell’s theorem and its later generalization.

A. Bohm’s set-up

Bohm considered an entangled pair of spin one-half
particles produced somehow in a singlet state and moving
in opposite directions. These spin particles are entangled,
and are sufficiently far away from each other. The spin
components of each of these particles could be measured
independently by means of measurement devices, for ex-
ample, Stern-Gerlach magnets. The decision of in which
direction to measure, is up to the experimenter. Our
general state can be expressed as [3]:

Ψ =
1√
2

(
u+n̂ (1) ⊗ u−n̂ (2) − u−n̂ (1)⊗ u+n̂ (2)

)
(1)

The experimenter use the operator σ to make a measure-
ment to the state u±n̂ (1) so that σ · u±

n̂ (1) = ±u±
n̂ (1).

Here, n̂ represents a unit vector in a particular direction
along which the measurement is taken; in Eq.(1), numbers
in parentheses “(1)” and “(2)” represent the label of the
first and second measured particle respectively; and “±”
represents the eigenvalue of +1 or −1 respectively. Since
the singlet state Ψ is spherically symmetric, n̂ can specify
any measured direction.

B. Quantum Mechanic Prediction

According to quantum mechanics, in Eq.(1), if the
measurement of the component of the first particle un̂(1)
along n̂ yields the eigenvalue +1, then, the measurement
of the second particle un̂(2) along n̂ will yield −1. To
exemplify this, we can measure along the ẑ axis without
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loss of generality (the state Ψ is spherically symmetric).
We define:

σz =

(
1 0
0 −1

)

|↑〉 =

(
1
0

)
|↓〉 =

(
0
1

)
(2)

where |↑〉 and |↓〉 represent our basis states. We there-
fore represent Eq. (1) as:

Ψ =
1√
2

(|↑〉 ⊗ |↓〉 − |↓〉 ⊗ |↑〉) (3)

As an example, we suppose that our state collapses to
Ψ = |↑〉⊗ |↓〉 ; then we could measure the spin of the first
particle (measurement along the first Hilbert space) and
obtain: 〈Ψ|σz ⊗ 1 |Ψ〉 = (+1); when we measure the spin
of the second particle, we would then get: 〈↓| 1⊗ σz |↓〉 =
(−1).

For a measurement along different directions [4], with
the first particle being measured along the ~a direction and

the second particle being measured along the ~b direction,

we define QM
(
~a,~b
)

as:

QM
(
~a,~b
)

= 〈Ψ|~σ · ~a⊗ ~σ ·~b |Ψ〉 = −~a ·~b = − cos θ (4)

where θ is the angle between the directions of ~a and ~b.
If the measurement is done along the same direction, we
get:

QM (~a,~a) = 〈Ψ|~σ · ~a⊗ ~σ · ~a |Ψ〉 = −1 (5)

C. EPR premises

The EPR argument is based on three main premises [3].
These premises were of great importance for the devel-
opment of Bell’s inequality, which states a contradiction
between them, and, subsequently, the impossibility of
hidden-variable theories. The premises are:

1. The EPR argument takes for granted, that some of
the quantum-mechanical predictions are correct.

2. “But on one supposition we should, in my opinion,
absolutely hold fast: the real factual situation of
the system S2 is independent of what is done with
the system S1, which is spatially separated from the
former.” [5]

3. “If, without in any way disturbing a system, we
can predict with certainty the value of a physical
quantity (i.e. the spin of the particle), then there
exists an element of physical reality corresponding
to this physical quantity.” [1]

The first premise states the validity of some quantum-
mechanical predictions (namely, Eq.(5)). The second

premise states the impossibility that the measurement
of a system S1 perturbs in any way another system S2.
This premise is known as locality, or, more colloquially,
impossibility of spooky action at a distance. The third
premise confirms the existence of hidden variable theories:
since we can predict in advance the value of a physical
quantity (i.e. the spin of a particle) by measuring the
value of another physical quantity (i.e. the spin of the
entangled particle), both physical systems are far away
without possibly interfering the other, and our wave-
function does not determine the result of any individual
measurement (for example, in Eq. (3), the wave-function
does not determine to which entangled pair our state will
collapse after the measurement), then, there should be a
more complete specification of the state (a hidden variable
theory).

III. BELL’S INEQUALITY

A. Assumptions

Bell’s inequality is based on the contradiction of the
mentioned EPR premises. This contradiction is proved
by showing that a hidden-variable theory satisfying both
the EPR premise 3. and the condition of locality stated
in the premise 2., can not at the same time satisfy the
partial agreement with quantum mechanics stated in the
premise 1. To begin with, Bell parametrises the existence
of hidden-variable theories (premise 3.) by means of the
parameter λ. He states that the observables A and B,
which are the result of measuring the first particle by
using the operator ~σ · ~a and the second particle by using

the operator ~σ ·~b respectively, depend on ~a, ~b and λ. He
then states:

A (~a, λ) = ±1, B
(
~b, λ
)

= ±1. (6)

Eq.(6) assumes not only the fact that the values of A
and B depend on the parameter λ, but also the locality

premise (premise 2.): A depends on ~a but not on ~b, and

B depends on ~b but not on ~a. A and B can only take
values +1 and -1, which represent the spin being up and
down respectively. Bell then represents the probability
distribution of λ as ρ (λ), where ρ (λ) is a normalized
probability distribution:

∫
dλρ(λ) = 1 (7)

He then asserts that the assumptions of EPR stated here
as part of (6) and (7) should agree with some quantum me-
chanical predictions (premise 1.) for the hidden variable
theory to be true.

This partial agreement with quantum mechanics is
enunciated as follows:

First, we define a classical expectation value of the

product of two measurements of ~σ · ~a and ~σ ·~b acting on
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the first and second particle respectively by:

P
(
~a,~b
)

=

∫
dλρ(λ)A (~a, λ)B

(
~b, λ
)

(8)

Premise 1. expresses that our classical correlation should
have a partial agreement with some quantum mechanical
correlations, namely, with Eq. (5). Therefore, we should
have:

QM (~a,~a) = P (~a,~a) = −1 (9)

By Eq. (6), P cannot be less than −1. For Eq. (9) to be
true, we should therefore have:

A (~a, λ) = −B (~a, λ) (10)

Eq. (10) represents the statement of partial agreement
with quantum mechanics (Premise 1.).

B. Contradiction

The contradiction is stated by finding a hidden-variable
correlation (Bell’s limit) that assumes locality and the
existence of a hidden variable theory (Eq.(6) and Eq.(7)),
and is derived with help of a partial agreement with
quantum mechanics (Eq.(10)), but that is in fact violated
by quantum mechanical correlations.

By Eq.(10), we can rewrite Eq.(8) as:

P
(
~a,~b
)

= −
∫
dλρ(λ)A (~a, λ)A

(
~b, λ
)

(11)

We can now introduce a second vector ~c and do the
following calculation:

P
(
~a,~b
)
− P (~a,~c) = −

∫
dλρ(λ)A (~a, λ)A

(
~b, λ
)

+

∫
dλρ(λ)A (~a, λ)A (~c, λ) (12)

Noticing that A
(
~b, λ
)
A
(
~b, λ
)

= 1, we then say:

P
(
~a,~b
)
− P (~a,~c) =

∫
dλρ(λ)A (~a, λ)A

(
~b, λ
) [
A
(
~b, λ
)
A (~c, λ)− 1

]
(13)

Then, by the theorem of the Triangle Inequality of Inte-
grals (theorem 13.24 in [6]), we affirm:

∣∣∣P
(
~a,~b
)
− P (~a,~c)

∣∣∣ ≤
∫
dλρ(λ)

∣∣∣A (~a, λ)A
(
~b, λ
) [
A
(
~b, λ
)
A (~c, λ)− 1

]∣∣∣ (14)

By the multiplicativity property of the absolute value, we
state: ∣∣∣A (~a, λ)A

(
~b, λ
) [
A
(
~b, λ
)
A (~c, λ)− 1

]∣∣∣ =
∣∣∣A (~a, λ)A

(
~b, λ
)∣∣∣
∣∣∣
[
A
(
~b, λ
)
A (~c, λ)− 1

]∣∣∣ (15)

Then, by the triangle inequality:
∣∣∣
[
A
(
~b, λ
)
A (~c, λ)− 1

]∣∣∣ ≤
[∣∣∣A

(
~b, λ
)
A (~c, λ)

∣∣∣+ |−1|
]

(16)

As a result, we have:
∣∣∣P
(
~a,~b
)
− P (~a,~c)

∣∣∣ ≤
∫
dλρ(λ)

∣∣∣A (~a, λ)A
(
~b, λ
)∣∣∣
[∣∣∣A

(
~b, λ
)
A (~c, λ)

∣∣∣+ 1
]

(17)

To progress, we use Eq. (10) to say:
∣∣∣A
(
~b, λ
)
A (~c, λ)

∣∣∣ =
∣∣∣−A

(
~b, λ
)
B (~c, λ)

∣∣∣

= A
(
~b, λ
)
B (~c, λ)

= −A
(
~b, λ
)
A (~c, λ) (18)

We also notice that:
∣∣∣A (~a, λ)A

(
~b, λ
)∣∣∣ = |±1| = 1 (19)

We use Eq. (18) and Eq. (19) in Eq. (17) to get:

∣∣∣P
(
~a,~b
)
− P (~a,~c)

∣∣∣ ≤
∫
dλρ(λ)

[
1−A

(
~b, λ
)
A (~c, λ)

]

≤
∫
dλρ(λ)−

∫
dλρ(λ)A

(
~b, λ
)
A (~c, λ)

(20)

and, by Eq. (7) and Eq. (10):
∫
dλρ(λ)−

∫
dλρ(λ)A

(
~b, λ
)
A (~c, λ) =

1 +

∫
dλρ(λ)A

(
~b, λ
)
B (~c, λ) =

1 + P
(
~b,~c
)

(21)

so that we get:
∣∣∣P
(
~a,~b
)
− P (~a,~c)

∣∣∣ ≤ 1 + P
(
~b,~c
)

(22)

which is the Bell’s inequality (Eq. (22)).
As we see, Bell’s inequality was calculated on the

premises of existence of hidden variable theories (Premise
3.) and of locality (Premise 2.). We can prove that, for
some quantum mechanical expectation value given by Eq.
(4), this inequality is violated. As an example, we suppose

that the angle between axis ~a and ~c is 2π/3 and ~b makes
an angle of π/3 with both ~a and ~c. Then:

QM
(
~a,~b
)

= QM
(
~b,~c
)

= −~a ·~b = −~b · ~c = −1

2

QM (~a,~c) = −~a · ~c =
1

2
(23)
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We evaluate these quantum mechanical expectation value
on Bell’s inequality Eq. (22):

∣∣∣QM
(
~a,~b
)
−QM (~a,~c)

∣∣∣ � 1 +QM
(
~b,~c
)

∣∣∣∣−
1

2
− 1

2

∣∣∣∣ � 1− 1

2

1 �
1

2
(24)

With Eq. (24), we prove that hidden variables theories
that rely on premises 2. and 3. of EPR cannot agree with
premise 1. at the same time, which is the main result of
Bell’s inequality.

IV. THE GENERALIZATION OF BELL’S
INEQUALITY

A. The problem of the first Bell’s inequality

Even though the first Bell’s inequality [4] is an argument
of great value as it provides a mathematical framework
that could be used to test hidden-variable theories, it is
strictly limited to ideal systems, what makes it of little
value to real experiments. There are two main problems
that arise from the first Bell’s inequality:

First, for its derivation, the first Bell’s inequality relies
on that Eq. (9) hold exactly in order to state Eq. (10)
(partial agreement with Quantum Mechanics or Premise
1.). Also, for the proof of its violation, Bell’s inequality
relies on that Eq. (4) holds exactly, what we will call as
perfect quantum correlation.

Unfortunately, Eq. (9) and Eq. (4) cannot hold exactly
in an actual experiment: the detector used to do the
measurements will have an efficiency less than 100%, and
any real analyzer will have some attenuation [3].

Second, the mathematical derivation of the first Bell’s
inequality also relies on the idealized situation, in which
particle detectors will detect either +1 or −1 (Eq. (6)).
However, in a real situation, there exists an additional
possibility: that the particle detectors could also contain
hidden variables that could influence the results [7]. This
additional possibility is interpreted by some authors [3] as
the detection of an additional 0 (which means no particle
detection).

B. Solutions to problems

The first problem was first tackled by John F. Clauser,
Michael A. Horne, Abner Shimony and Richard A. Holt
(CHSH). In their work [8], they propose a new derivation
of the Bell inequality independent of Eq. (9) and Eq. (10),
so that it does not need a perfect statistical correlation
to be valid. For this, CHSH uses another unitary vector
~b′, apart of ~a, ~b, and ~c, in which the measure is to be
taken. The same derivation is used later by Bell [7], but

with the vectors ~a, ~b, ~a′ and ~b′. For the derivation of the
generalized Bell inequality in this paper, we will use the
variables used by Bell in [7], as it pertains essentially the
same derivation as that of CHSH, but with the addition
that it also includes a solution to the second problem.
Additionally, CHSH [3] uses a modification of Eq. (4) by
including a coefficient C that bounds by one the QM pre-
diction. This way, we avoid relying on a perfect quantum
correlation. Eq. (4) is then modified to:

QM
(
~a,~b
)

= −C~a ·~b (25)

The second problem was tackled by Bell [7]. He as-
sumed that, if particle detectors can possibly contain
hidden variables, then, we should first average the corre-
sponding distributions of instrument hidden variables, so
that our derivation takes it into account. As a result, we
modify Eq. (6) to:

∣∣Ā (~a, λ)
∣∣ ≤ 1,

∣∣∣B̄
(
~b, λ
)∣∣∣ ≤ 1. (26)

For the derivation of the generalization of Bell’s theorem,
we will use Ā and B̄ to denote the averaged values.

C. Derivation of generalized Bell’s inequality

We now proceed to derive Bell’s inequality. We define:

P
(
~a,~b
)

=

∫
dλρ(λ)Ā (~a, λ) B̄

(
~b, λ
)

(27)

We then calculate:

P
(
~a,~b
)
− P

(
~a, ~b′

)
=

∫
dλρ(λ)

[
Ā (~a, λ) B̄

(
~b, λ
)
− Ā (~a, λ) B̄

(
~b′, λ

)]
=

∫
dλρ(λ)

[
Ā (~a, λ) B̄

(
~b, λ
)(

1± Ā
(
~a′, λ

)
B̄
(
~b′, λ

))]

−
∫
dλρ(λ)

[
Ā (~a, λ) B̄

(
~b′, λ

)(
1± Ā

(
~a′, λ

)
B̄
(
~b, λ
))]

(28)

As we did in the derivation of the first Bell’s inequality,
we use now the triangle inequality, the triangle inequality
for integrals, and the property of multiplicativity of the
absolute value to get:

∣∣∣P
(
~a,~b
)
− P

(
~a, ~b′

)∣∣∣ ≤
∫
dλρ(λ)

[∣∣∣Ā (~a, λ) B̄
(
~b, λ
)∣∣∣
∣∣∣
(

1± Ā
(
~a′, λ

)
B̄
(
~b′, λ

)∣∣∣
)]

+

∫
dλρ(λ)

[∣∣∣Ā (~a, λ) B̄
(
~b′, λ

)∣∣∣
∣∣∣
(

1± Ā
(
~a′, λ

)
B̄
(
~b, λ
))∣∣∣
]

(29)

We know from Eq. (26) that:
∣∣∣Ā (~a, λ) B̄

(
~b, λ
)∣∣∣ ≤ 1,

∣∣∣Ā (~a, λ) B̄
(
~b′, λ

)∣∣∣ ≤ 1 (30)
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Also, the minimum value of ĀB̄ = −1, so that:

(
1± Ā

(
~a′, λ

)
B̄
(
~b′, λ

))
≥ 0,

(
1± Ā

(
~a′, λ

)
B̄
(
~b, λ
))
≥ 0

(31)

As a result:
∣∣∣1± Ā

(
~a′, λ

)
B̄
(
~b′, λ

)∣∣∣ =
(

1± Ā
(
~a′, λ

)
B̄
(
~b′, λ

))
,

∣∣∣1± Ā
(
~a′, λ

)
B̄
(
~b, λ
)∣∣∣ =

(
1± Ā

(
~a′, λ

)
B̄
(
~b, λ
))

,

(32)

We now use Eq. (30) and Eq. (32) in Eq. (29) to get:
∣∣∣P
(
~a,~b
)
− P

(
~a, ~b′

)∣∣∣ ≤
∫
dλρ(λ)

(
1± Ā

(
~a′, λ

)
B̄
(
~b′, λ

))

+

∫
dλρ(λ)

(
1± Ā

(
~a′, λ

)
B̄
(
~b, λ
))

=

∫
2dλρ(λ)±

∫
dλρ(λ)Ā

(
~a′, λ

)
B̄
(
~b′, λ

)

±
∫
dλρ(λ)Ā

(
~a′, λ

)
B̄
(
~b, λ
)

(33)

As a result, we get the generalized Bell’s inequality (Eq.
(34) and Eq. (35)):
∣∣∣P
(
~a,~b
)
− P

(
~a, ~b′

)∣∣∣ ≤ 2±
(
P
(
~a′, ~b′

)
+ P

(
~a′,~b

))

(34)

or:
∣∣∣P
(
~a,~b
)
− P

(
~a, ~b′

)∣∣∣+
∣∣∣P
(
~a′, ~b′

)
+ P

(
~a′,~b

)∣∣∣ ≤ 2

(35)

D. Particular case

We see that the first Bell’s inequality (Eq. (22)) is in

fact a particular case of Eq. (34). Assuming ~a′ = ~b′ = ~c,
and Eq. (9), we get:

∣∣∣P
(
~a,~b
)
− P (~a,~c)

∣∣∣ ≤ 2±
(
P (~c,~c) + P

(
~c,~b
))

≤ 2 +
(
−1 + P

(
~c,~b
))

≤ 1 + P
(
~b,~c
)

(36)

V. TSIRELSON’S BOUND

Bell’s inequality and its generalization described a
bound that could be violated by a variety of quantum
correlations, but not by statistical correlations or hidden-
variable theories. It is natural to ask, whether quantum
correlations also obey a certain limit, and which this limit

is. Boris Tsirelson [9] was the first to answer these ques-
tions, initiating the study of the limitations of quantum
correlations. Tsirelson’s paper [9] contains 4 theorems,
the first of which is only needed for our purposes on the
derivation of the Tsirelson’s bound (in fact, an elementary
proof of the Tsirelson’s bound is also given on his paper as
part of the discussion of his first theorem). What makes
Tsirelson’s derivation and theorems different from the
derivations of Bell’s inequality, is that Tsirelson uses the
mathematical formalism of linear algebra to provide a pre-
cise mathematical characterization of quantum systems
that allows for the calculation of its bound; while Bell’s
inequalities relied on statistical correlations to be derived.
In the first part of this chapter, we will introduce some
of the mathematical formalities needed for the derivation
of the bound. We will then state without derivation the
elementary proof given in Tsirelson’s paper, and derive
the proof most commonly used in today’s literature. At
the end, we translate the generalized Bell’s inequality (Eq.
(35)) into the notation used for Tsirelson’s Bound, so that
we can compare both limits and bring the whole work
into overview at the discussion.

A. Mathematical formalities

We list the mathematical formalities used for the deriva-
tion [9]:

• There is a complex-algebra A with identity.

• We let an operator Ak be given for k = 1, ...,m and
an operator Bl be given for l = 1, ..., n. Operators
Ak, Bl ∈ A and are Hermitian operators.

• We then let two Hilbert spaces H1 and H2 so that
H = H1 ⊗H2.

• We now say that Ak = A
(1)
k ⊗ I(2) and Bl = I(1) ⊗

B
(2)
l , where A

(1)
k and B

(2)
l are some operators in H1

and H2 respectively.

• We state that [Ak, Bk] = 0, and that C =
[Ak, Ak′ ] 6= 0 and D = [Bl, Bl′ ] 6= 0 for different
values of k, k′ and l, l′, and for which C and D are
scalar.

• We say that Ak and Bl have an spectra consisting
of two points included in the interval [−1; 1].

• We state the expected value: 〈Ψ|AkBl |Ψ〉 = ckl

• We let A2
k = I and B2

k = I.

Notice that the fact that Ak and Bk have an spectra in the
interval [−1; 1] assures the suitability of the said operators
for their use on experimental set-ups. If we had chosen
the spectra of Ak and Bk to be of two unique points
{−1; 1}, we would have committed the same problem of
the first Bell’s inequality: reliance on perfect quantum
correlations.
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Also notice that the mentioned mathematical formal-
ities consider a number m + n of operators. For our
particular case (of two spin one half particles), we choose
m = 2 and n = 2; however, Tsirelson’s bound is more
general and it can allow for its derivation for a greater
number of operators.

B. Derivation of Tsirelson’s bound

We now write the elementary Tsirelson’s bound stated
in Tsirelson’s paper [9]. No great detail is given about
this derivation, but it is enough to solve it in order to
prove its validity:

A1B1 +A1B2 +A2B1 −A2B2 =
1√
2

(
A2

1 +A2
2 +B2

1 +B2
2

)

−1−
√

2

8

((√
2 + 1

)
(A1 −B2) +A2 −B2

)2

−1−
√

2

8

((√
2 + 1

)
(A1 −B2)−A2 −B1

)2

−1−
√

2

8

((√
2 + 1

)
(A2 −B1) +A1 −B2

)2

−1−
√

2

8

((√
2 + 1

)
(A2 −B2)−A1 −B1

)2

≤
(
A2

1 +A2
2 +B2

1 +B2
2

)
≤ 2
√

2 · I (37)

The derivation of the Tsirelson’s bound mostly used in
today’s literature is due to L. J. Landau [10]. This deriva-
tion is presented in the next lines; however, it is important
to mention that our derivation will keep the notation used
in the chapter “Mathematical Formalities” of this paper.
For its translation to the notation of Landau’s paper [10]
it is enough to state: A1 = a,B1 = b, A2 = a′, B2 = b′.

We define:

C = A1B1 +A2B1 +A1B2 −A2B2 (38)

We square C:

C2 = +A2
1B

2
1 +A1A2B

2
1 +A2

1B1B2 −A1A2B1B2

+A2A1B
2
1 +A2

2B
2
2 +A2A1B1B2 −A2

2B1B2

+A2
1B2B1 +A1A2B2B1 +A2

1B
2
2 −A1A2B

2
2

−A2A1B2B1 −A2
2B2B1 −A2A1B

2
2 +A2

2B
2
2

(39)

We recall that A2
k = B2

l = I:

C2 = +I+A1A2 +B1B2 −A1A2B1B2

+A2A1 + I+A2A1B1B2 −B1B2

+B2B1 +A1A2B2B1 + I−A1A2

−A2A1B2B1 −B2B1 −A2A1 + I (40)

We notice that some terms cancel pairwise, so that we

are left with:

C2 = +I−A1A2B1B2 + I+A2A1B1B2

+A1A2B2B1 + I−A2A1B2B1 + I
= +4 · I−A1A2B1B2 +A2A1B1B2

+A1A2B2B1 −A2A1B2B1 (41)

After applying the triangle inequality and the property of
multiplicativity of absolute value, since ||A1|| = ||A2|| =
||B1|| = ||B2|| = 1, we get:

|| −A1A2B1B2 +A2A1B1B2 +A1A2B2B1 −A2A1B2B1||
≤ ||A1A2B1B2||+ ||A2A1B1B2||
+||A1A2B2B1||+ ||A2A1B2B1||

≤ ||A1||||A2||||B1||||B2||+ ||A2||||A1||||B1||||B2||
+||A1||||A2||||B2||||B1||+ ||A2||||A1||||B2||||B1||

≤ 1 + 1 + 1 + 1 = 4

(42)

So, we calculate:

||C2|| ≤ 4 + 4 = 8 (43)

C is hermitian, so that ||C2|| = ||C||2:

||C||2 ≤ 8

⇒ ||C|| ≤ 2
√

2 (44)

Eq. (44) is Tsirelson’s bound.

C. Overview

In order to get an overview of the two bounds (Gener-
alized Bell’s Inequality and Tsirelson’s Bound), we first
calculate the Generalized Bell’s Inequality in terms of C,
and compare it with the Tsirelson’s Bound and a partic-
ular example by means of a diagram (Fig. 1). First, we
can write Eq. (8) as:

P
(
~a,~b
)

= 〈(σ · ~a)(σ ·~b)〉 (45)

and we define A1 = σ · ~a′, A2 = σ · ~a, B1 = σ · ~b and

B2 = σ · ~b′. For the Generalized Bell’s Inequality (Eq.
(35)) we have:

|〈A2B1〉 − 〈A2B2〉+ 〈A1B2〉+ 〈A1B1〉| ≤ 2

⇒ |〈A2B1 −A2B2 +A1B2 +A1B1〉| ≤ 2 (46)

We notice the presence of Eq. (38), so we write:

|〈C〉|Bell ≤ 2 (47)

Following, we present a particular example. For this

particular example, we suppose that ~a, ~b, ~a′ and ~b′ are
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co-planar vectors separated from each other by an angle
θ. We calculate the expected value of C as follows:

|〈C〉| =
|〈A2B1〉 − 〈A2B2〉+ 〈A1B2〉+ 〈A1B1〉| =

|〈(σ · ~a)(σ ·~b)〉 − 〈(σ · ~a)(σ · ~b′)〉
+〈(σ · ~a′)(σ · ~b′)〉+ 〈(σ · ~a′)(σ ·~b)〉| (48)

By using Eq. (4) to calculate the quantum mechanical
expected value, we get:

|〈C〉| = |−3 cos θ + cos 3θ| (49)

We now present Eq. (44) (Tsirelson’s Bound - red dotted),
Eq. (47) (Bell’s Inequality - green dotted) and Eq. (49)
(example - blue continuous) in Fig. 1:

Figure 1. Comparison of Bell’s Inequality (f3(θ) - green),
Tsirelson’s bound (f2(θ) - red) and example 〈C〉(f1(θ) - blue)

In the shadowed regions of Fig. 1, we can see that
our quantum expected value 〈C〉 surpasses our Bell’s
Inequality(green). However, our graph of 〈C〉 is bounded
by the Tsirelson’s Bound (red). We can also appreciate
that our graph for 〈C〉 is saturated, or, reaches its first

peak of 2
√

2 (Tsirelson’s Bound), for θ = π/4.

VI. DISCUSSION

We have derived two Bell’s inequalities. Bell’s inequali-
ties are bounds that could be violated by quantum corre-
lations, but not classical or statistical correlations. The
generalized Bell’s Inequality (Eq. (35)) takes into con-
sideration problems that were part of the first Bell’s In-
equality (Eq. (22)) and that were part of ideal systems.
Because the generalized Bell Inequality considers real sys-
tems, and not ideal systems, this inequality provides with
an adequate framework for real life experiments. However,
it is important to mention, that even for this inequality
some loopholes can arise, which is in fact a matter of
research of other papers.

On the other hand, the Tsirelson’s bound was also cal-
culated (Eq. (44)). This bound was derived from the
formalism of quantum algebra and provides an additional
limit that cannot be surpassed by quantum correlations.
The importance of this bound, is that it helps determining
the possible saturation for quantum correlations. This
bound was calculated for our system of spin 1/2, which
means it took into account a 2×2 dimensional set of oper-
ators (m = n = 2); however, the mathematical formalism
mentioned also allows for the calculation of the bound
for a higher dimension. The calculation of the bound for
higher dimensions is part of other research papers.

To conclude, we put into perspective our two limits in
Eq. (50):

|〈C〉|Bell ≤ ||C|| ≤ 2
√

2 (50)
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BLOCH SPHERE AND PRESKILL'S BOXES: A WAY OF LEARNING

QUANTUM PHYSICS FROM A QUBIT OR AN OAR

Pedro José Morillas Rosa

(Dated: June 19, 2019)

We live in a fundamentally quantum mechanical world, so it is imperative to learn quantum physics in high
school. However, the teaching of quantum physics is usually very brief at school, and students basically memorize
some formulas that they ponder without a correct conceptual understanding of what they represent. We know
that the quantum world is not intuitive, so we present in this document a way to visualize the concepts of quantum
physics through the Bloch sphere and Preskill's boxes. We consider that high school students can get a more
practical idea of what is quantum physics by using pure mathematics and excellent illustrations inspired on a qubit
(instead of only using a historical presentation from Planck to Schrödinger through Einstein and Bohr). Using this
method, we show fundamental concepts and applications in various �elds and we recommend physics teachers to
consider using the qubit to illustrate the principles of non-relativistic quantum physics, rather than more di�cult
examples for the students to understand as the black body (whose relationship with quantum physics is much
more subtle).

I. INTRODUCTION

Physics is a science in continuous transformation.
From time to time, new experimental results force the
theories that until that moment were considered valid
to be modi�ed. But no change has revolutionized
in such an important way the physical conception of
the world and matter as that introduced by quantum
mechanics. Despite its great importance and the recent
developments of quantum physics in many �elds, its
teaching in high school is quite brief, which, together
with the di�culty of the subject, often means for
students a dark part of physics. But before hearing about
quantum physics, in high school students begin to learn
notions of computers and bits. It is not until the courses
closet to the university that they begin to learn their
�rst notions of quantum physics. They learn very brie�y
the limitations of classical physics and some quantum
mechanics (wave-particle duality, Heisenberg uncertainty
principle, spin and some applications). All this, in
spite of the many advances achieved in this matter and
in the new developments of quantum computing. We
believe that a new approach to quantum physics can
help students understand in a much more visual way
the great oddities involved in some of the facts and
experiments of quantum physics. Such an approach is
not intended to replace the way in which this subject
is currently taught, but it does propose to complement
it, introducing concepts such as the qubit, Bloch sphere,
Preskill's boxes, or some of their own ideas inspired by
them, so that the concepts can be better visualized and
understood, thus subtracting di�culty from everything

that we �nd unusual or not at all intuitive. Therefore,
we brie�y review what each one of these concepts is
and how we can help young people to become interested
in the fascinating and booming �eld of research. We
end the document showing how to explain using this
approach some concepts such as the photoelectric e�ect,
the Heisenberg uncertainty principle and we make a brief
reference to the importance of quantum in cryptography.

II. CLASSICAL AND QUANTUM BITS

Since the early years of high school, students have
come into contact with the concept of the classical bit
(binary digit). In technology subjects, they learn that
information is composed of zeros and ones, and that
the bit is the minimum unit of information used in
computing. With it, they can represent any two values,
such as true or false, open or closed, white or black, green
or red, etc. They are generally given the example that
a classic bit 0 could be represented as a light bulb o�,
while a bit 1 would be the bulb on.

On the other hand, the qubit is the minimum unit
of quantum information theory and the concept is much
more abstract than in the case of the classical bit. The
qubit can be described as a vector of length unit in
a complex two-dimensional vector space. The qubit
presents two basic states |0〉 and |1〉, which would become
the counterparts of the classical bit 0 and the classical
bit 1 respectively. The worrying thing about the qubit
is that it does not have to be only in one of these two
states, but it can be in a quantum superposition of them,
that is, it can be in both at the same time, something

1



Figure 1: Classical and quantum bits. a) Representation of the
classic bit 0 as an oar with the paddle upwards. b) Representation
of the classic bit 1 as an oar with the paddle facing down. c)
Representation of a qubit as an oar that can be in an overlap of
the states |0〉 and |1〉, that is, it can be inclined in in�nite di�erent
positions in space.

that mathematically is expressed like this:

|Ψ〉 = α |0〉+ β |1〉 (1)

This would be equivalent to having a light bulb on,
o� or in a situation between the two, as if you had a
potentiometer that controlled the intensity of the bulb.
Things are no longer true or false, they can be half truth
or half lie or be in in�nite situations more or less close
to the truth or the lie. The representation of a qubit is
no longer as simple as the series of steps of 0 or 5 V that
represent the series of classic ones and zeros, but we can
try to visualize it in some way, for this the Bloch sphere
is used, of which we will talk next; but let's start now
with some revealing visualizations 1, if we represent the
classic bit 0 = |0〉 as an upward oar and the classic bit
1 = |1〉, as a downward oar, a qubit could be represented
as that same oar in in�nite inclination possibilities.

III. BLOCH SPHERE

Bloch's sphere, named after the Swiss physicist Felix
Bloch, is a generalization of the representation of a
complex number z with |z| = 1 and, as we will see, it is
a very appropriate way to represent a qubit. A complex
number z has a real part x and an imaginary part y 2.

z = x+ iy x, y ∈ R (2)

and, as |z| = 1 ⇒
√
x2 + y2 = 1. Every complex

number can be represented in polar coordinates, where{
x = |z| cosθ
y = |z| sinθ ⇒ z = |z| (cosθ + isinθ). Using Euler's

identity: eiθ = cosθ + isinθ, we can write a complex
number like this: z = |z| eiθ. In the case of our complex
number of module 1: z = eiθ. Well, as we have seen,
a qubit is a mathematical object that can be found in

two possible states,|0〉 and |1〉, and also in any linear
combination of them, that is, it can exist in a continuous
of states between them.

Figure 2: Representation of a complex number z in the complex
plane. z can be de�ned in cartesian coordinates (x, y) or in polar
coordinates (|z| , θ).

In equation (1) α and β are complex numbers such

that |α|2 + |β|2 = 1 , since the quantum states must
be normalized. Since α, β ∈ C, taking into account

our previous development, we can do

{
α = |α| eiφα
β = |β| eiφβ ,

so that by substituting in equation (1), we have:

|Ψ〉 = |α| eiφα |0〉+ |β| eiφβ |1〉 (3)

where |α| , |β| , φα, φβ ∈ R. In quantum physics, the

quantities that can be measured are |α|2and |β|2, which
are the respective probabilities that |Ψ〉 is in the state |0〉
or in the state |1〉. To free ourselves from parameters, we
will show that if we multiply our state by an arbitrary
factor that is a global phase eiγ , this will not have
consequences for the probabilities:

∣∣eiγα
∣∣2 = (eiγα)∗(eiγα) = (e−iγα∗)(eiγα) = α∗α = |α|2

(4)

And the same would happen with |β|2. So, if we
multiply our state |Ψ〉 by e−iφα , in equation (3), we get

|Ψ′〉 = |α| |0〉+ |β| ei(φβ−φα) |1〉 = |α| |0〉+ |β| eiφ |1〉 (5)

where we have called φ = φβ − φα. At this point, we
only have three parameters |α| , |β| , φ ∈ R. And since our
quantum state is normalized, that is: 〈Ψ′| Ψ′〉 = 1, we
can go further in our development, to express our state
according to the smaller amount possible of parameters.
Suppose we write β in Cartesian form: β = x + iy.
Substituting in equation (1), we have:

|Ψ′〉 = |α| |0〉+ (x+ iy) |1〉 (6)

For the normalization condition: |α|2 + |x+ iy|2 =

|α|2+(x+ iy)
∗

(x+ iy) = |α|2+(x− iy) (x+ iy) = |α|2+
x2 + y2 = 1. And this is the equation of a sphere of unit
radius with Cartesian coordinates (x, y, |α|).
Recalling the relationship between the Cartesian and

spherical coordinates: x = rcosϕsinθ, y = rsinϕsinθ,
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Figure 3: Representation of the Bloch sphere, in which we can
represent any state |Ψ〉 as an oar of length unit that starts from
the origin of the sphere and whose blade is de�ned by the angles θ
and ϕ.

z = rcosθ, if we make |α| = z and remember that the
sphere's radius is one: r = 1:

|Ψ′〉 = z |0〉+ (x+ iy) |1〉 = cosθ |0〉+ sinθ (cosϕ+ isinϕ) |1〉
= cosθ |0〉+ sinθeiϕ |1〉 (7)

with which, suddenly, our state already depends only
on two parameters θ and ϕ.
Suppose now a state |Ψ〉 = cosθ′ |0〉+ sinθ′eiϕ |1〉. We

see that

{
if θ′ = 0 ⇒ |Ψ〉 = |0〉
if θ′ = π/2⇒ |Ψ〉 = eiϕ |1〉which suggests

that making θ′ to take the values 0 ≤ θ′ ≤ π/2, all
points on the Bloch sphere could be generated. Now,
let's consider a state |Ψ′〉 opposite to |Ψ〉, this means
that if |Ψ〉 has spherical coordinates (1, θ′, ϕ), |Ψ′〉 will
have coordinates (1, π − θ′, ϕ+ π), as can be seen:

|Ψ′〉 = cos(π − θ′) |0〉+ sin(π − θ′)ei(ϕ+π) |1〉 =

cosθ′ |0〉 − sinθ′eiϕ |1〉 = − |Ψ〉 (8)

Therefore, it is only necessary to consider the upper
hemisphere of the sphere 0 ≤ θ′ ≤ π/2, since the lower
hemisphere di�ers from the superior hemisphere by a
factor of phase −1. We can, therefore, make the change
θ = 2θ′ ⇒ θ′ = θ/2 and de�ne θ as an angle with possible
values 0 ≤ θ ≤ π. All in all, we �nally come to:

|Ψ′〉 = cos
θ

2
|0〉+ sin

θ

2
eiϕ (9)

with 0 ≤ θ ≤ π and 0 ≤ ϕ ≤ 2π. Thi is the
mathematical expression that allows expressing any state
in Bloch sphere. If we continue with our example of the
oar as a qubit represented in 1, the Bloch sphere could
be considered as the result of the in�nite positions that
that the length of the oar 1 placed at its center can have.
In 3 we can see the representation of the Bloch sphere
and the Bloch vector as an oar representing our state|Ψ〉.
Simply by changing the angles θ and ϕ, we can get oars
in every conceivable positions. In 4 are shown those in

which the oar points in the direction of the x, y and
z coordinate axes. We will see in point V how we can
manipulate our oar in Bloch sphere, read it and apply
it in the explanation of some key concepts of quantum
physics.

Figure 4: Di�erent states in the Bloch sphere, under each of them
it is indicated the angles θ and ϕ that de�ne them. a) States along
the z-axis. b) States along the x-axis. c) States along the y-axis.

IV. PRESKILL'S BOXES

Theoretical physicist John Prekill, a quantum computing
expert and professor at Caltech, likes to visualize a bit
as a ball that can be one of two colors, either red for
0 and green for 1. If the information is saved, that is,
if we keep a ball in a box, and we want to read that
information later, we only have to open the box and there
will be the result of its color. In the case of the classic
bits, the ball that comes out of the box will be the same
color as the ball that we put in. We believe that, if
the Bloch sphere is a good way to visualize a qubit, the
simile of Preskill's boxes is very useful to understand
the measurement process, our ultimate goal will be to
mix both concepts to bring a new approach to quantum
physics. For Preskill, a quantum bit could be, as we
say, a box with a ball stored inside, but in this case,
we have two doors, door 1 and door 2, which are like
two orthogonal axes to each other. Our qubits will be

3



two-colored spheres. Writing a qubit in a Preskill's box
consists of choosing one of the two doors and inserting
a red or green ball. Reading a qubit in a Preskill's box
is to choose another door and take out the ball. That
is the process in which the observer intervenes and looks
at the ball and sees if it is red or green. In a classic bit,
if I put a ball of any color through any door and take
it out through any door, the ball always keeps the color,
but that is not true in a quantum bit. In a qubit, if the
door through which I put the ball and the door through
which I take out the ball are the same, nothing happens,
the ball maintains its color. But if I put the ball through
one door and take it out through another one, it's like
�ipping a coin, I have a 50% chance of it coming out of
one color or the other.

Figure 5: Preskill's boxes. a) If I insert a vertical oar through a
vertical door and take it out through that door, the oar does not
change. b) If I open a horizontal door when introducing a vertical
oar, the oar changes its position with a certain probability.

Using our example of the oar, as we see in 5, if we
put an oar in the direction of the z-axis through door
1 and open that door, the oar will continue as we left
it. And this is because the door 1 is associated with the
way of measuring on the z-axis. So if the qubit has been
prepared on such an axis, we will see it as it is. But if
we put our oar in that state, we open the door 2, which
we can imagine associated with a measurement on the
x-axis, the state will have changed and the paddle will
now point in the direction of the x-axis, in one direction
or another with certain probability.

V. A NEW WAY OF TEACHING QUANTUM

PHYSICS

We have seen that a qubit is like an oar in Bloch sphere;
it was not by chance that this object was chosen to be
used in future developments. An oar resembles a vector,
has an origin, a length and an end that points and we
could place it in any position, besides it could travel as
information that moves. We should not, therefore, think
of our oar as something static, we can make operations
on it and manipulate it. The operations with qubits, are
equivalent to rotations of the state vector (of our oar) in
the Bloch sphere. Pauli's matrices:

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)

(10)
when they are exponentiated, they form rotation

vectors, that is, the oar rotates an angle α around the
axes. A rotation operator Rn (α) is de�ned by an axis n̂
and a rotation angle α. The action of a rotation operator
on the quantum state is translated, in what refers to the
point associated with the state on the Bloch sphere, in a
rotation of the point with respect to the axis of rotation
in the angle of rotation. The rotation around any axis n̂,
would be given by:

Rn(α) = e−iαn̂·σ̂/2 = cos
α

2
I−isinα

2
(nxσx+nyσy+nzσz)

(11)
With successive rotations around the axes x, y and z

we can express manipulations of our oar and, therefore,
its evolution. Let's see now what happens when we
want to read such a qubit. In quantum, depending
on how we measure, the result can be random, that
is, quantum mechanics can only provide statistical
predictions. A very visual way of understanding the
measurement process with Bloch sphere is to imagine
our oar dragged by a current trying to pass through an
opening made under a bridge, what it is equivalent to
have an observable σ. In physics, an observable is all
property of the state of a system that can be determined
("observed") by some sequence of physical operations.

Figure 6: a) An oar travels in the direction of thez-axis, so an
observable σz , will measure the oar as it travels. b) An oar is
traveling with a certain inclination with respect to an observable
σz , so there will be di�erent possibilities for it to go under the
bridge in one direction or another.

If the traveling state is |0〉, that is, an oar in the Bloch
sphere oriented in the direction of the z-axis, and we
look at it vertically (that is, we make it pass through a
vertical opening under the bridge, which is equivalent to
an observable σz), our measurement will correspond to
the qubit itself, that is, we will see a qubit in the state |0〉
(6a)). The same will happen if, through said slot passes
a |1〉. However, if the original qubit is in a superpositon
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state, it is not so clear how it will pass through the
slot. There will be a probability that it crosses it
vertically and another that it will cross it horizontally,
with such probabilities being greater the closer the state
of one of its superimposed states is (6b)). That is,
if the oar was in the state |Ψ〉 = cos θ2 |0〉 + sin θ2 |1〉,
once we measure it (once it goes under the bridge)
, there will be a probability p0 = cos2 θ2 that we

�nd it in the state |0〉 and a probability p1 = sin2 θ2
that we �nd it in the state |1〉. Now, if the slot
is horizontal and crosses the same state |Ψ〉, Since:{
|0x〉 = 1√

2
(|0〉+ |1〉)

|1x〉 = 1√
2

(|0〉 − |1〉) ⇒
{
|0〉 = 1√

2
(|0x〉+ |1x〉)

|1〉 = 1√
2

(|0x〉 − |1x〉) ⇒

|Ψ〉 = 1√
2

(
cos θ2 + sin θ2

)
|0x〉 + 1√

2

(
cos θ2 − sin θ2

)
|1x〉;

the probability of �nding it this time in the state |0x〉will
be p0x =

[
1√
2

(
cos θ2 + sin θ2

)]2
= 1

2 + cos θ2sin
θ
2 , while

the probability of �nding it in the state |1x〉 will be
p1x =

[
1√
2

(
cos θ2 − sin θ2

)]2
= 1

2 − cos θ2sin θ2 .
In summary, writing a qubit is to choose an axis

in the Bloch sphere and make the vector on that axis
point in one direction or the opposite. After the various
operations that I can do on the qubit, later I will want
to read it. So we choose another axis, which can be the
same or di�erent, and we project that vector onto it.
Such a projection has a probability that I get the vector
projected after the measurement in one direction or in
the other. Thus, to understand the measurement of the
state of a qubit, it is enough for a student to know the
concept of the orthogonal projection of a vector. Let's
see below the potential of this point of view to bring
clarity to the key concepts of quantum physics.

VI. CONCEPTS AND APPLICATIONS

An important concept that can be explained by our
approach is the quantum-mechanical property called
spin, that is, the intrinsic angular momentum of a
particle.
Stern and Gerlach designed an experiment with silver

atoms in 1922 that led to this concept. They sent a
bundle of silver atoms through a non-uniform magnetic
�eld. If the atoms are small magnets, then they will
deviate to one side or to the other. The peculiarity of
the silver atom is that all its layers are closed, but a
single electron remains in the last layer. In the closed
layers, L = 0, so if it is discovered that there is angular
momentum, it will be due to the electron of the last
layer. What Stern and Gerlach expected from a classical
point of view, is that, since each silver atom of the beam
would have its own magnetic moment, when passing
through the magnetic �eld, they would �nd a whole
range of deviations. But they discovered that atoms
only deviated into two spots. It turns out that, no

matter how disordered the silver atoms were, when going
through the magnetic �eld they were ordered, either in
one area or in another. This was the experiment that

revealed spin
−→
S . And this is something that we can

explain with our qubit, our oar or our Bloch sphere 7.
When our qubit traverses a slot, which in the case of
the Stern and Gerlach experiment would be equivalent
to the magnetic �eld, it is forced to position itself in one
of two options, this would also provide an idea of what
spin is, although such an idea would not be exempt from
loss of interpretation, since there is no classical analogy
for spin; in fact, the spin is often mistakenly associated
with a rotation of the particles.

Figure 7: Stern-Gerlach experiment. The orientation of
the inhomogeneous magnetic �eld determines the direction of
measurement (opening under the bridge). The coupling of the spin
to the magnetic �eld leads to a discrete displacement of the oar,
corresponding to the two results of the measurement +1 (spin up)
or -1 (spin down).

Another concept, perhaps the one that students of
Baccalaureate know best, is the photoelectric e�ect.
Theorized by Albert Einstein in 1905, it explains
the relationship between the energy of the photons
that illuminate a metal, the work of extracting said
metal and the kinetic energy of the emitted electrons.
This quantum theory which could be expressed in the
following terms:

E = W0 + Ek (12)

where E is the energy of the photons: E = hf = hc
λ ;

W0 = hf0 = hc
λ0

is the work function or extraction work,

characteristic of the illuminated metal and Ek = 1
2mv

2 =
qV is the kinetic energy of the electrons issued. No
matter how many photons are cast against a metal, if
they do not exceed the threshold frequency of the same
f0, there will be no photoelectric e�ect. Let's place
our oar now in this context acting as a photon. And
suppose that the bridge is the metal that we are going to
illuminate. If our oar travels in a calm current, regardless
of the number of oars that go down and hit the bridge,
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the stones or the wood that make up the bridge do not
have to be damaged and to shoot out of the structure
the make up; however, if the oars (the photons) have a
su�ciently large energy E due to a storm that causes the
�ow of the river to grow and strike the bridge overcoming
its structural capacityW0, then the stones (the electrons)
weakly linked to the bridge will escape with a maximum
kinetic energy Ek, which gives us the expression of the
photoelectric equation. We can see this e�ect illustrated
in 8.

Figure 8: Photoelectric e�ect. If the oars strike the bridge with
an energy E > W0, the parts of the structure less bound to it will
be �red at a maximum kinetic energy Ek.

Let's now apply this approach to the Heisenberg
uncertainty principle. As we know, this principle of
indeterminacy reveals a characteristic of nature at the
quantum level and that there are pairs of magnitudes
that are simply not simultaneously de�ned. If we try to
measure one of them we lose the knowledge of the other
and vice versa. Basically the principle says that it is not
possible to simultaneously determine the exact value of
the position x and the linear momentum p of a quantum
object; or that it is not possible to simultaneously
determine the measured value of the energy E of a
quantum object and the interval of time necessary to
e�ect the measurement. This is formulated as follows:

∆x ·∆p ≥ h

4π
∆E ·∆t ≥ h

4π
(13)

This is very complex to understand by the students.
Let's see it with our qubit-oar. Suppose a state in which
our qubit is very close to the state |0〉. This means that
if I execute a measurement in z it is very likely that I
will end up obtaining |0〉. I mean, I'm pretty sure of
what's going to happen. But if I measure it in x (which
would be equivalent to a bridge whose opening the oar
can only enter horizontally), the chances of obtaining |0x〉
or |1x〉 are almost equal, so I have an almost complete

uncertainty of the result. The qubit, when it gains
de�nition in z, loses it indeterminately in x, we can see
this situation illustrated in 9.

Figure 9: Heisenberg uncertainty principle. If an oar is very close
to the state |0〉, there is a good chance that an observable σz (�rst
bridge) will �nish measuring |0〉. Now, if that state is measured
with an observable σx (second bridge), we have a lot of uncertainty
about whether I will get |0x〉 or |1x〉.

Another very interesting application is quantum
cryptography and, in particular, the BB84 protocol.
Suppose an emitter, Alice, wants to communicate with
Bob by sending her oars down a river. Alice and Bob are
each on a bridge. It is decided that if the oars are sent
vertically (|) or forming 45o (/), that will be equivalent
to sending a 1. Now, if they are sent horizontally (−)
or forming −45o(\), it would be like sending a 0. To
send them in the position they want, Alice changes the
openings under the bridge. When Alice sends a polarized
oar to Bob, Bob does not know which polarizer (what
bridge opening) Alice has used, so he has to randomly
choose a + or other slot in the form of × to detect the
oar. If Alice sends Bob a vertical (1) or horizontal (0)
oar and Bob uses the + opening, he will detect a 1
or a 0 respectively. Now, if Bob uses the opening ×,
then the oar will be detected \ setminus or /, with a 50
probability in each case. What is clear is that Bob has to
use openings compatible with Alice's message if he wants
to get the right message (the process can be seen in 10).
Once Bob has received enough oars, both sender and
receiver announce publicly through an insecure network,
such as the internet, the sequence of openings they used;
that is, when Bob used + and when he used ×; what they
do not do is tell themselves the sequence of bits. Then
they discard the qubits in which they did not use the
same opening, and keep those in which they did coincide.
Since Bob randomly chooses one opening for each oar,
he will choose the wrong opening half the time, so they
will end up discarding half of the qubits and the new
random oar sequence will be half as long. This sequence
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is what is called a sifted key. From this key, Alice and
Bob take a fraction of oars and compare them through a
public channel to see if they match. If so, then they have
achieved a secure quantum security key and know that no
one has intercepted their message, that is, there is no Eve
that has disturbed their signal. Then, the sifted key is
safe to use from now on for encryption and decryption.
Now, if there are discrepancies between Alice and Bob
it is possible that someone has heard (that someone
has built a bridge between them) or that the signal is
de�cient so we will have to order new shipments of oars
until we con�rm that their message is well safeguarded.

Figure 10: Quantum cryptography. An Alice transmitter sends
oars in di�erent positions using openings under a bridge. The
receiver, Bob, will decode the message using openings under
another bridge. They will know if the information is correct by
telling the sequences of openings they used. If Eve intercepts
the message, it will modify the sequence expected by Bob and
he and Alice will have to start their communication again to make
it secure.

Students will �nd in these examples and in many
others, something fascinating that can be done with
quantum mechanics and learn the implications, even
political, that these new methods of communication and
computation can have.

VII. SUMMARY AND CONCLUSIONS

Quantum mechanics is something complicated, yes,
that's why it is necessary to search for a "quantum
intuition" that permits the explanation of the
phenomena that surrounds it and its unpredictability.
To do this, we must study and re�ect on the main
concepts surrounding quantum mechanics to develop a
new way of learning and subsequently understanding it.
Quantum physics undoubtedly arouses special curiosity
in students, so educational research must take steps in
the direction of promoting the learning of this valuable
discipline. In high school, there is almost no time

to explain Modern Physics, students memorize some
equations that sound like science �ction and then apply
them to solve problems that they learn more or less by
heart.
In this document we have seen how the qubit seen

from the perspective of the Bloch sphere or the Preskill's
box can be used to provide a more intuitive vision to
a completely contraintuitive (quantum) world. With
simple examples and graphics you can get students to
acquire a much more revealing conception of quantum
physics than just following a historical description of the
phenomena. This can help new generations of students
feel attached to this discipline, whose frequent obscurity
many times in the way of teaching it, makes them quickly
disengage from it. We hope that this approach will
inspire teachers and students and bring some light to the
many complicated mathematics and di�cult concepts
that surround quantum mechanics.

ACKNOWLEDGEMENTS

"It is my opinion, Mr. Jeorling," replied the boatswain, "that what

we see there is neither a blower nor a wreck, but merely a lump of

ice." Jules Verne, The Sphinx of the Ice.

I am especially grateful for the inspiring classes of Barton
Zwiebach and the valuable advice from Jim Freericks without
which this document would not have been possible. Also to
all the classmates of the Applications of Quantum Mechanics
course, whose hard work in their respective papers has been
the source of motivation to work on mine. Finally, a mention
that it would not have been possible to inspire the oar simile
without the nocturnal readings before sleeping of The Sphinx
of the Ice by Jules Verne.

REFERENCES

1. Wolfgang Dür, Stefan Heusler, "What we can learn about
quantum physics from a single qubit�, Decembre 6, 2013.
https://arxiv.org/abs/1312.1463

2. John Preskill, �Making Weirdness Work: Quantum
Information and Computation�.

3. Francis Villatoro, �El timo del ordenador cuántico
comercial�, Naukas Quantum Conference, October 2013.
https://www.youtube.com/watch?v=IactWXBA3Us

4. Anastasios Kyrillidis, �Introduction to quantum computing:
Bloch sphere�,
http://akyrillidis.github.io/notes/quant_post_7

5. Javier García, �¾Qué es realmente el espín del electrón?�
Conference, June 2017.
https://www.youtube.com/watch?v=JaZwliv9isQ

6. Dag Roar Hjelme, Lars Lydersen, Vadim Makarov,
�Quantum Cryptography�. Chapter on quantum
cryptography for the book �A Multidisciplinary Introduction
to Information Security�. August, 2011.

7



Bohm-Aharonov effect for a particle in a defective ring
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Aharonov and Bohm [1] suggested a long time ago an interference two-slit experiment where
a charged particle can go either way round a region where a magnetic field exists. Crucially the
particle is excluded from the region where the magnetic field is non-vanishing. It is found that
the fringe pattern depends on the magnetic flux enclosed by the possible particle trajectories. A
well-known variant of the Aharonov-Bohm effect involves a charged particle constrained to move in a
ring enclosing a magnetic field. The energy spectrum of the particle depends on the enclosed flux.
In the present paper a defective ring is considered, the defect being defined by a potential depending
on the azimuthal angle and the energy spectrum is studied as a function of the enclosed flux and of
the potential strength.

I. INTRODUCTION

In classical physics the motion of a charged particle in
an electromagnetic field is completely determined by New-
ton’s law and the Lorentz expression for the force which of
course vanishes at a point where the fields E and B vanish.
The electromagnetic vector and scalar potentials A and ϕ
(see e. g. Chapter 10 of Griffiths [2] for a discussion) are
particularly convenient in deriving the invariance proper-
ties of the theory under Lorentz transformations (see e. g.
paragraph 24 of Landau and Lifshitz [3]). Radiation by
accelerating particles is beautifully described by retarded
electromagnetic potentials (see e. g. Chapter 8 of Landau
and Lifshitz [3] on Lienard-Wiechert potentials). At the
interface between classical and quantum physics we must
point at the adiabatic invariants for charges moving in
electromagnetic fields (Jackson [4], Chapter 12, paragraph
5).

The status of the electromagnetic potentials is rather
different when one incorporates electromagnetism in quan-
tum mechanics. The latter is based on the Hamiltonian
formalism and the Hamiltonian function features the ki-
netic energy term p2/(2m). From the word go this term is
modified to (p− qA/c)2/(2m) (the minimal substitution)
to describe the quantum mechanics of a non-relativistic
charged particle interacting with the electromagnetic field
(for an account of minimal substitution see e. g. Chapter
4 of Griffiths [5] or Chapter 15 of Bohm [6]). This has
been known since the 1920s. People at the time may
have thought that gauge invariance would reinstate the
electric and magnetic fields as somehow the real fields
and fall back to the classical view that it is the latter only,
and not the potentials, that have observable effects. To
paraphrase Feynman [7] the Aharonov-Bohm effect has
been waiting to be discovered for about thirty years.

The suggestion by Bohm and Aharonov [1] was to
modify the well-known two-slit interference experiment
by including a magnetic field as in Figure 1. The beam
consists of charged particles that can go either way round
the magnetic field. The field is confined in the cylindrical
region shown in the Figure and the charged particles are
forbidden to enter the field region. They point out that

Figure 1. The two-slit experiment of Aharonov and Bohm
(from Sakurai [8] p 17)

this can be achieved by erecting an impenetrable potential
barrier round the field. Hence all possible trajectories
(in the sense of a Feynman [7] path integral). Yet the
Bohm-Aharonov analysis shows that the pattern of the
interference fringes does depend on the enclosed magnetic
flux.

A well-known variant of the above situation consists of a
charged particle constrained to move in a ring as in Figure
2 surrounding a cylindrical region where a magnetic field
exists:

B = Bẑ, r < a

B = 0, r > a.
(1)

Then the energy spectrum of the particle depends on the
enclosed magnetic flux; for details see Example 4.6 of
Griffiths [5].

Clearly the interference pattern disappears if one slit
in Figure 1 is shut. Similarly no dependence of the en-
ergy levels on the magnetic flux would be detected if an
impenetrable obstacle is located at some point on the
ring. In this paper we set out to do that in a controlled
fashion as follows. Rather than having the constrained
particle to move freely on the ring we dig a potential well
V that depends on the azimuthal angle φ as in Figure 3.
Clearly when the potential strength vanishes we go back
to perfect interference as in Griffiths.
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Figure 2. Motion of a particle on a ring of radius b. A solenoid
of radius a runs perpendicular to the plane of the ring through
its center (from Zwiebach [9], Problem 5, Problem Set 5).

The Hamiltonian reads

H =
1

2m

(
~
i
∇− q

c
A(x, t)

)2

+ qϕ(x, t) + V (x) (2)

where m, q are the particle’s mass and charge respectively
and c is the speed of light.

II. CONSTRUCTION OF THE VECTOR
POTENTIAL

Given the cylindrical symmetry of the problem we write
the vector potential in cylindrical coordinates (see e. g.
Weisstein [10]) in the form

A = Ar r̂ +Aϕϕ̂+Az ẑ (3)

Having introduced the vector potential we have to choose
a gauge. We choose the Coulomb gauge

∇ ·A = 0. (4)

Then (see p. 440 of Griffiths [2]) the scalar potential
obeys Poisson’s equation and in the absence of external
charges

ϕ = 0. (5)

The magnetic field created by a solenoid is given in p. 237
of Griffiths [2]. We define the magnetic flux through the
solenoid

Φ = Bπa2, (6)

and then

A =
Φ

2πa2
rφ̂. (7)

That the above equations are consistent can be shown by
using the fundamental equation B = ∇×A and use the
expression of curl in cylindrical coordinates [10].

III. SCHRODINGER’S EQUATION FOR A
PARTICLE IN A RING

A. The Hamiltonian

H =
~2

2mb2

(
1

i

d

dφ
− qΦ

2π~c

)2

+ λV0(φ) (8)

The time-independent Schrodinger’s equation reads

Hψ = Eψ (9)

We substitute equation (8) in (9), expand the square in the
former, recall expression Φ0 = 2π~c/q for the elementary
flux quantum and define

β =
Φ

Φ0
(10)

to obtain (from now on derivatives with respect to φ are
denoted by primes)

ψ′′ − 2iβψ′ − 2V mb2

~2
ψ +

(
2Emb2

~2
− β2

)
ψ = 0, (11)

where the angle φ varies in the range [−π, π]. We define
dimensionless quantities

ε =
2mb2

~2
E, v(φ) =

2mb2

~2
V (φ), (12)

to rewrite (11) in the form

ψ′′ − 2iβψ′ − v(φ)ψ +
(
ε− β2

)
ψ = 0. (13)

The wavefunction must also satisfy the periodic boundary
condition

ψ(−π) = ψ(π). (14)

For simplicity we take the potential to be of finite range,
have angular width 2α and be symmetric about φ = 0
(see Figure 3).

Figure 3. The potential V0(φ) on the ring is characterized by
an angular width α.
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B. Relaxation of the Boundary Condition and
Connection with the case of an Electron in a

one-dimensional Lattice

We can certainly attack the problem defined by eqns
(13) and (14) directly by writing ψ as a superposition of
exponential wavefunctions inside and outside the potential
and apply matching conditions at ±π and ±α/2. This
procedure is straightforward but rather tedious. So we
decide to temporarily abandon boundary condition (14)
and consider the particle in a periodic potential as in
Figure 4. Then, for β = 0, the Schrodinger equation (11)

Figure 4. The potential with period 2π

is familiar from the problem of an electron in a periodic
lattice and for a square potential it defines the Kronig-
Penney model (see pages 146-149 of Ashcroft and Mermin
[11]). The presence of β makes of course a difference.

Bloch’s theorem provides an important tool in the con-
struction of the wavefunction in a periodic potential. A
general discussion is given in the book by Ashcroft and
Mermin. For our purposes the short, mathematical treat-
ment of the one-dimensional case in Problem 28 of Fluegge
[12] based on Floquet’s theorem suffices for our purposes
(the theorem deals with a general second order linear
differential equation and does cover the case of a first-
derivative term as in (13)). According to the theorem the
solution of (13) is of the form

ψ(φ) = eikφu(φ), (15)

where k is a wavevector to be determined and u is any
periodic solution of (13):

u(φ) = u(φ+ 2π). (16)

Then from the above two equations

ψ(φ+ 2π) = eik2πψ(φ). (17)

Clearly for the derivatives

ψ′(φ+ 2π) = eik2πψ′(φ). (18)

.

C. Solution of the Schrodinger Equation

Differential equation (13) features a first derivative and
the standard technique to get rid of it (see p. 159 of

Simmons [13]) is to introduce a new unknown function w
by

u(φ) = eiβφw(φ). (19)

Then

u′ = iβeiβφw + eiβφw′,

u′′ = −β2eiβφw + eiβφw′′ + 2iβeiβφw′.
(20)

We substitute the above in (13) to deduce the differential
equation obeyed by w

w′′ − λv0(φ)w + εw = 0. (21)

This is the standard equation of a particle in a potential.
For positive energy we define the (real) wavevector

p =
√
ε (22)

and denote by wL, wR the usual waves incident from left
and right respectively. Let R, T be the usual reflection
and transmission coefficient of the potential λv0. Then in
accordance with (19) we can construct uL, uR (see Figure
4):

uL = ei(β+p)φ +Rei(β−p)φ, −π < φ < −α/2,
= Tei(β+p)φ, π + α/2 < φ < π,

(23)

uR = ei(β−p)φ +Rei(β+p)φ, π + α/2 < φ < π,

= Tei(β−p)φ, −π < φ < −α/2.
(24)

We also quote the first derivatives of the above that will
be needed below:

u′L = i(β + p)ei(β+p)φ + i(β − p)Rei(β−p)φ, −π < φ < −α/2,
= i(β + p)Tei(β+p)φ, π + α/2 < φ < π,

(25)

u′R = i(β − p)ei(β−p)φ + i(β + p)Rei(β+p)φ, π + α/2 < φ < π,

= i(β − p)Tei(β−p)φ, −π < φ < −α/2.
(26)

The solution u that enters (15) is a linear combination
of uL, uR. Thus (15) reads

ψ = eikφ (AuL +BuR) , (27)

where the coefficients A,B are to be determined. We
apply properties (17), (18) to the wavefunction (27) and
obtain

AuL(π) +BuR(π) = eik2π[AuL(−π) +BuR(−π)],

Au′L(π) +Bu′R(π) = eik2π[Au′L(−π) +Bu′R(−π)].
(28)

We rearrange the above

A[uL(π)− eik2πuL(−π)] = B[eik2πuR(−π)− uR(π)],

A[u′L(π)− eik2πu′L(−π)] = B[eik2πu′R(−π)− u′R(π)].
(29)
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The set of equations (29) is a homogeneous linear systems
for the unknowns A,B. Consistency requires

[uL(π)− eik2πuL(−π)][eik2πu′R(−π)− u′R(π)]

= [u′L(π)− eik2πu′L(−π)][eik2πuR(−π)− uR(π)].
(30)

We substitute equations (23) to (26) in the above and
multiply both sides by e−i2kπ to deduce

ei2kπK1 +K2 + e−i2kπK3 = 0, (31)

where the constants Ki turn out to be

K1 = K3 = 2ipe−i2βπT,

K2 = 2ip
(
(R2 − T 2)ei2pπ − e−i2pπ

)
.

(32)

We use the above in (31) to deduce

cos 2π(k − β) =
e−i2pπ

2T
− R2 − T 2

2T
ei2pπ. (33)

It is known (see Barton [14]) that the reflection and
transmission coefficients of a symmetric one-dimensional
potential are parametrized by two angles ∆ and θ that
are functions of energy

T = cos θei∆, R = i sin θei∆, (34)

where ∆ is the familiar phase shift. Then the two prop-
erties |T |2 + |R|2 = 1 (the unitarity condition) and
RT ? + R?T = 0, that can be proved by considering ap-
propriate Wronskians, are satisfied. Substituting (34) in
(33) we obtain

cos 2π(k − β) =
cos(2pπ + ∆)

cos θ
. (35)

It is also shown in the previous reference that −π/2 <
θ < π/2 and then from the first of (34)

|T | = cos θ. (36)

Hence equation (35) is equivalent to (8.76) of Ashcroft
and Mermin [11].

For negative energy states we define

p̂ =
√
|ε|, (37)

and define solutions that behave outside the well as follows

ŵL = ep̂φ + c2e
−p̂φ, −π < φ < −α/2,

= c1e
−p̂φ, α/2 < φ < π,

(38)

ŵR = e−p̂φ + c2e
p̂φ, α/2 < φ < π,

= c1e
p̂φ,−π < φ < −α/2,

(39)

where the ci coefficients in eqns (38, 39) are identical to
the symmetry of then well. In accordance with (19) we
define

ûL,R = eiβφŵL,R. (40)

Then eqns (27) to (31) read the same provided we use

hats over the relevant quantities. The quantities K̂i turn
out to be

K̂1 = −2c1c2p̂e
−i2πβ ,

K̂2 = 2p̂
(
e2pπc22 + e−2pπc21 − e−2pπ

)
,

K̂3 = −2c1c2p̂e
i2πβ .

(41)

We substitute the above in the hatted analog of (31) to
obtain the equation that determines the spectrum of the
negative energy states:

cos 2π(k − β) =
e2pπ

2

c2
c1

+
e−2pπ

2

c1
c2
− e−2pπ

2

1

c1c2
. (42)

D. Reinstatement of the Boundary Condition and
Calculation of the Energy Spectrum

In the previous two Subsections we solved the mathe-
matical problem of a charge moving in infinite φ space
in a periodic potential of period 2π. We now return to
reality and require that after a full circle the wavefunction
returns to its original value (eqn (14)). Then eqn (17)
gives

k = n, n : integer, (43)

and eqns (35), (42 become

cos 2π(n− β) =
cos(2pπ + ∆)

|T | , (44)

cos 2π(n− β) =
e2pπ

2

c2
c1

+
e−2pπ

2

c1
c2
− e−2pπ

2

1

c1c2
. (45)

A given enclosed flux Φ determines β through (10) and
a given potential determines the transmission amplitude
T (p) and the phase shift ∆(p). Then (44) determines the
acceptable values of p given n and hence the spectrum
through (22). One conclusion from the above equation is
that the spectrum is unchanged when β → β+ 1 similarly
to the case of a vanishing potential.

The main features of the model are sufficiently well
illustrated by the choice of a square well (Figure 5). The
transmission amplitude in this case is determined in e. g.
paragraph 11.7 of Bohm [6]

T =
4e−ipα

(1 + p′

p )(1 + p
p′ )e

−iαp′ + (1− p′

p )(1− p
p′ )e

iαp′
,

(46)
where p′ is the wavevector inside the well

p′ =
√
λ+ ε. (47)

The quantities ci are calculated by continuity of either ŵ
(eqns (38), (39)) at φ = α/2:

c1 =
2p̂p̂′

(p̂2 + p̂′2) sin p̂′α
,

c2 = e−pa
2p̂p̂′ cos p̂′α+ (p̂2 − p̂′2)2 sin p̂′α

(p̂2 + p̂′2) sin p̂′α
,

(48)
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Figure 5. The square well of Subsection III.D

where p̂′ ≡
√
λ− |ε|.

We first look at the negative energy states and plot
in Figure 6 the right hand side of (45) as a function of
|ε| and the horizontal line y = cos 2πβ for the relatively
small strength λ = 1, and repeat this in 7 for λ = 120.

Figure 6. The green and blue curves respectively stand for
y = cos 2βπ, β = 0.2 and the right hand side of eqn (45) for a
potential with λ = 1.0.

Clearly in Figure 6 the intersection of the blue curve with
the green line varies as β varies. On the other the hand
for deep-lying bound states (|ε| large) the exponentially
large factor e2πp causes the right hand side of eqn (45)
to oscillate wildly and as a result the blue curve in 7 is
essentially vertical. Hence in that regime the spectrum
is independent of β. This vindicates the assertion in
question (f), Problem 5 of Problem Set 5 of Zwiebach’s
[9] notes.

We turn to positive-energy states. In the absence of a
potential eqn (44) gives

cos 2π(n− β) = cos 2pπ, (49)

Figure 7. Same as Figure 6 for λ = 120.0.

where n is an integer and p by definition positive. Then
the above equation gives

ε = (n− β)2, n = 0,±1,±2, .. , (50)

in accordance with Griffiths [5]. To apply eqn (44) we
need (apart from |T | which is immediately calculable from
(46) the phase shift ∆ given by arg T (see the first of (34)
and (36)). To choose the correct branch of the arg we
use Levinson’s theorem that determines the behaviour
of the phase shift as p→ 0 through ∆(0) = (nb − 1/2)π.
For the values β = 0.2, λ = 1.0 and λ = 120.0 examined
previously the potential supports one and five bound
states respectively (note that by bound states we refer to
one well in unlimited φ space and that this is not directly
related to the spectrum in the present). In Figures 8
to 11 the phase shift and the modulus of the transition
amplitude are plotted as functions of p for the above
λ values. In Figure 12 we estimate graphically the
positive energy spectrum for λ = 1. Two conclusions are
drawn. If we compare with the case of zero potential
the state marked with a cross in Figure 12 is lost. This
state corresponds to the state that appeared in Figure
6 as negative energy states, hence the total number of
states is conserved as expected. We also observe that as p
grows larger the spectrum is unaffected by the potential.
The case λ = 120.0 is more intriguing. Clearly the first
conclusion drawn from Figure 12 still holds: For large
eigenvalues the percentage change δE/E in the absence
and presence of the potential is negligible for a given
β value and as mentioned previously the spectrum is
periodic in β. One question that remains has to do with
variation of λ for a given β: Patiently counting the number
of eigenstates up to, say, p = 20 in Figure 13 we note that
the number of positive-energy eigenstates in the absence
of the potential exceeds the number in the presence of the
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Figure 8. The phase shift as function of p for λ = 1.0

Figure 9. The modulus |T | of the transmission amplitude as
function of p for λ = 1.0

potential by three whereas, according to Figure 7 there
are four negative energy eigenstates. To check that the
number of eigenstates is conserved one would have to
look at the asymptotic distribution of eigenstates in the
presence of the potential. I understand that this problem
has been solved in its generality but there was no time to
apply these results to the present problem.

IV. DISCUSSION

We considered the presence of a defect along the path of
charge q in the interference experiment of Figure 2. The
Bohm-Aharonov effect predicts that the energy spectrum
is sensitive to the enclosed magnetic flux and that this is

Figure 10. The phase shift ∆(p) for λ = 120.0

Figure 11. The modulus |T | of the transition amplitude for
λ = 120.0

due to interference between waves going to the left and
right of the enclosed magnetic field. Our findings confirm
the expectation that the energy spectrum of states lying
deep inside the defect are insensitive to the enclosed flux
since no interference is there. On the other hand high
energy states are impervious of the presence of the well,
perfect interference takes place, and the Bohm-Aharonov
spectrum is recovered.
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Case Study of the Momentum Operator

Rohan Kulkarni
Term paper for MIT 8.06x : Applications of Quantum Mechanics

I. INTRODUCTION

In this review paper, I focus mainly on how to see
if one can construct a specific operator for a given do-
main. This is a lost art as many books take the existence
of meaningful physical operators on a Hilbert space for
granted. If I had to categorize this paper it would go
under Mathematical quantum mechanics. The modern
mathematical toolkit explaining quantum mechanics is
Functional analysis. Therefore before starting to read
this paper, I would request the reader to familiarize them-
selves with the most important basic facts of Functional
analysis needed for Quantum mechanics. One can read
this in [Szekeres] or even better [Background read] (This
is a link of some lecture notes I have uploaded online,
they are password protected as they are not mine and
I don’t want to publicly post some notes that don’t be-
long to me. The password can be found along with the
link in the bibliography). The paper could be somewhat
difficult to read for someone who is not familiar with ba-
sics of Functional analysis. If you feel this please leave a
comment on the abstract post so we can take this matter
to Prof. Bloomfield

II. OPERATORS

Hilbert spaces are what coordinate systems or phase
space are to classical mechanics. In order to construct an
entire physical system we needs the concept of function
or observable.

Definition II.1 (Operator). Let A and B be two
normed spaces. An operator T is a linear map T :
A → B.

Remark II.1. In most of the linear algebra courses it is
assumed that the concept of continuity is well-defined.
This is true in the case when A is assumed to be finite
dimensional. The reason for this is that all norm’s are
equivalent in finite dimensional vector spaces. This is
not true in infinite dimensional vector spaces.. In order
to understand the concept of continuity in infinite dimen-
sional vector spaces like L2

(
RN

)
which is one of the most

fundamental Hilbert space in Quantum mechanics. We
need to understand the idea of a bounded operator before
we talk about continuity.

Definition II.2 (Bounded Operator). Let (V, ‖.‖V )
be a normed space and (W, ‖.‖W ) be a Banach space. A
linear operator A : V → W is called bounded if ∀ f ∈

V \ {0},

sup
f∈V

‖Af‖W

‖f‖V

< ∞ (II.1)

another definition is,
If ∃C ∈ R with ∀ x ∈ H

‖Ax‖W ≤ C ‖x‖V (II.2)

Lemma II.1. An operator T : A → B is called contin-
uous iff it is bounded.

Definition II.3. We denote H ′ to be the set of continu-
ous operators from H → C. Also, we denote B (H) to be
the set of continuous operators from H → H. Basically
a map T ∈ H ′ is a continuous bounded map T : H → C.
Also, a map A ∈ B (H) is a continuous bounded map
A : H → H.

Definition II.4 (Unbounded operator). An operator
which is not bounded is an unbounded operator.

The most frequently used in physics is the L2
(
R3

)

which is the space of square-integrable functions. The
most important operators up-to a multiplicative constant
are

1. The position operator

x̂ : L2
(
R3

)
→ L2

(
R3

)
(II.3)

x̂ψ 7→ xψ (II.4)

2. The momentum operator

p̂ : L2
(
R3

)
→ L2

(
R3

)
(II.5)

p̂ψ 7→ h̄

i
▽ψ (II.6)

These operators are not well defined on the entire Hilbert
space and even on the subspace where they are well de-
fined, they are not bounded. As this paper focuses on
the study of the momentum operator. The momentum
operator is just the derivative operator with some finite
multiplicative constant (we have an imaginary number
so the concept of finite seems vague, what we mean is
that the real and imaginary part of it is finite). The fi-
nite multiplicative constant will not matter if we have an
unbounded operator. One can easily using basic analy-
sis techniques prove that the derivative operator D is an
unbounded operator. We know from basic real analysis
that D is a linear operator.
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Consider the following the derivative operator defined
abstractly in the following way :

D : C1
C [0, 1] → C0

C [0, 1] (II.7)
f 7→ f ′

We will now show that this operator is indeed un-
bounded. The momentum operator is defined on a subset
of C1

C with additional structure. If we prove that this op-
erator is unbounded on such a big space, then we can
later use this result claiming that the momentum opera-
tor is unbounded.

Proposition II.1. The operator D defined in (II.7) is
unbounded.

Proof. Can be found in literature [Szekeres, Hall]. Not
extremely necessary right now.

III. SELF ADJOINT AND ESSENTIALLY
SELF-ADJOINT OPERATORS

Definition III.1 (Densely defined linear operator).
A linear map or operator T : DT → H is said to be

densely defined if DT is a dense set in H, i.e.

∀ ε > 0 : ∀ψ ∈ H : ∃ϕ ∈ DT : ‖ϕ− ψ‖ < ε (III.1)

Remark III.1. Equivalently we can say, if DT = H then
we have a densely defined operator. Essentially, ∀ψ ∈
H : ∃ {ϕn}n∈N ∈ DT : {ϕn} −→n→∞ ψ.

Definition III.2 (Adjoint operator). Let T :
DT → H be a densely defined operator on H. The ad-
joint of T is the operator T ∗ : DT ∗ → H defined by T
if

DT ∗ := {ψ ∈ H|∃ η ∈ H : ∀ϕ ∈ DT : 〈ψ | T ϕ〉 =
〈η | ϕ〉} and T ∗ψ := η is true.

Let us use the definition above to prove a trivial prop-
erty of the adjoint.

Proposition III.1. The adjoint operator T ∗ : DT ∗ → H
is well defined.

Proof. Let ψ ∈ H and let η, η̃ ∈ H be such that

∀ϕ ∈ DT
〈ψ | T ϕ〉 = 〈η | ϕ〉 and 〈ψ | T ϕ〉 = 〈η̃ | ϕ〉

Then ∀ϕ ∈ DT ,

〈η − η̃ | ϕ〉 = 〈η | ϕ〉 − 〈η̃ | ϕ〉
= 〈ψ | T ϕ〉 − 〈ψ | T ϕ〉 = 0 (III.2)

〈η | ϕ〉 = 〈η̃ | ϕ〉
η = η̃ (III.3)

In the last step we use positive-definiteness.

Definition III.3 (Kernel and Range of a Linear
operator). The definitions of kernel and range are the
same that one knows from their elementary linear algebra
course.

• ker (T ) := {ϕ ∈ DT |T ϕ =0}

• ran (T ) := {T ϕ|ϕ ∈ DT }

The range is also known as the image and im (T ) is an
alternative notation.

Definition III.4 (Invertible operator). An operator
T is called invertible if,

∃ an operator : O such that T ◦ O = idHO ◦ T = idDT

An operator is invertible iff

1. ker (T ) = {0}

2. ran (T )= H

Proposition III.2. Let T be a densely defined operator.
Then ker (T ∗) = ran (T )

⊥.

Proof. Let ψ ∈ ker (T ∗) ⇐⇒ T ψ = 0, then

∀ϕ ∈ DT : 〈ψ | T ϕ〉 = 〈T ∗ψ | ϕ〉 = 0 ⇒ ψ ∈ ran (T )
⊥

Definition III.5 (Extension of an operator). Let
T and T̃ be operators defined in the following way

T : DT → H (III.4)
T̃ : DT̃ → H (III.5)

We say that T̃ is an extension of T i.e. T ⊆ T̃ if

1. DT ⊆ DT̃

2. ∀ϕ ∈ DT ⇒ T ϕ = T̃ ϕ

Proposition III.3. Let T , T̃ be densely defined opera-
tors. If T ⊆ T̃ then T̃ ∗ ⊆ T ∗

Proof. Let ψ ∈ DT̃ ∗ . Then ∃ η ∈ H such that ∀β ∈ DT :〈
ψ|T̃ β

〉
= 〈η|β〉 where η := T̃ ∗ψ

In the above line we just redefined what we know. Now
we will use some more facts to prove our proposition.

Particularly, as T ⊆ T̃ we have DT ⊆ DT̃ and then

∀α ∈ DT ⊆ DT̃ :
〈
ψ|T̃ α

〉
= 〈ψ|T α〉 = 〈η|α〉 (III.6)

Therefore ψ ∈ DT ∗ and hence DT̃ ∗ ⊆ DT ∗
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A. Adjoint of a Symmetric operator

Definition III.6 (Symmetric operator). A densely
defined operator T : DT → H is called symmetric if

∀α, β ∈ DT ⇒ 〈α|T β〉

Remark III.2. Let us address the big elephant in the
mathematical notions related to quantum mechanics.
What are these so called Hermitian operators and what
do they have to do with symmetric or self-adjointness? In
a lot of Physics literature, these symmetric operators are
referred to as Hermitian operators. However, many times
the notion of Hermitian is associated with the notion of
self-adjointness. Statements like Observables in quantum
mechanics correspond to Hermitian operators are incor-
rect as Hermitian corresponds to symmetric operators
and not self-adjointness. On the other hand, if one de-
cides to use Hermitian as a synonym of self-adjoint, then
it is not true that all symmetric operators are Hermitian.
We can avoid this confusion by completely erasing the
word Hermitian and instead just using symmetric and
self-adjoint operator.

Lemma III.1. If T is symmetric, then T ⊆ T ∗.

Proof. Let ψ ∈ DT and let η ≡ T ψ. Then by symmetry
we have

∀α ∈ DT : 〈ψ|T α〉 = 〈T ψ|α〉 = 〈η|α〉

This means ψ ∈ DT ∗ . Hence, DT ⊆ DT ∗ and T ∗ψ ≡ η =
T ψ.

Definition III.7 (Self adjoint operator). A densely
defined operator T : DT → H is called self-adjoint if
T = T ∗. We are comparing operators, so this means the
following must be true if the equality must hold

1. DT = DT ∗

2. ∀ϕ ∈ DT : T ϕ = T ∗ϕ

Corollary III.1. A self-adjoint operator is maximal
with respect to the self-adjoint extension.

Proof. Let T , T̃ be self-adjoint operators and suppose
T ⊆ T̃ . Then we have

T ⊆ T̃ = T̃ ∗ ⊆ T ∗ = T

and hence T̃ = T .

Remark III.3. As a fact, self-adjoint operators are max-
imal even with respect to symmetric extension. The dif-
ference will be T̃ ⊆ T̃ ∗ instead of T̃ ⊆ T̃ ∗.

B. Closability, closure, closedness of an operator

Definition III.8 (Closable operator).
A densely defined operator T is called closeable if it’s
adjoint T ∗ is also densely defined

Definition III.9 (Closure of an operator).
The closure of a closable operator T is

T ≡ T ∗∗ = (T ∗)∗

where the over-line denotes closure.

Definition III.10 (Closed operator).
An operator T is called closed if

T = T

Proposition III.4. A symmetric operator is necessarily
closable.

Proof. Let T be a symmetric operator. Then, T ⊆ T ∗

and DT ⊆ DT ∗ . Symmetric operators by definition are
densely defined. Hence

H = DT ⊆ DT ∗ ⊆ H

which concludes the fact that the adjoint of a symmet-
ric operator is also densely defined. Hence, T is closable
if it is symmetric.

C. Essentially Self Adjoint operators

Definition III.11 (Essentially self-adjoint opera-
tor). A symmetric operator T is called essentially
self-adjoint if T is self-adjoint.

Remark III.4. The condition for essentially-self adjoint-
ness is a weaker condition than self-adjointness i.e if an
operator is self-adjoint it is implied that it is also essen-
tially self adjoint. The other way is not true in general.

Proof. T = T ∗ ⇒ T ∗ = T ∗∗ ⇒ T ∗∗ = T ∗∗∗ ⇒ T =

T ∗

Theorem III.1. If T is essentially self-adjoint, then
there exists a unique self-adjoint extension of T , namely
T .

Proof. This theorem is the essence of essentially self-
adjoint operators. So we will go through the proof
here,

1. T is symmetric ⇒ T is closable ⇒ T exists

2. T ⊆ T = T ∗∗ is known. Hence, T is an extension
of T .

3. The only thing that remains to be shown is that T
is the unique self-adjoint extension.
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IV. CASE STUDY OF THE MOMENTUM
OPERATOR

In this section we will exclusively talk about the mo-
mentum operator in quantum mechanics in the language
we built in the previous sections. Let us define the mo-
mentum operator precisely.

Definition IV.1 (Momentum operator). The mo-
mentum operator on the j’th coordinate (in the operator
language described above) is defined as follows

P̂j : DP → L2 (R) (IV.1)
ψ 7→ −ih̄∂jψ (IV.2)
ψ 7→ −iψ′ (IV.3)

We will use the last equation from above indefinite
times. We use h̄ = 1.

Remark IV.1. This is one of the most commonly found
definition of the momentum operator in quantum me-
chanics. In the previous sections whenever we are talk-
ing about operators which are self-adjoint or have some
other property, we have assumed them to be densely de-
fined. If an operator needs to be explicitly defined, along
with the map we also need to define it’s domain. This is
something that is always exclusively skipped in most of
the quantum mechanics texts.

A. Absolutely continuous functions and Sobolev
spaces

In some of the calculations in this section we will be
needing a few more definitions. Let us take a moment to
define them before proceeding. More precisely we will be
needing the following relation between Continuous func-
tions C1, absolutely continuous functions AC and Sobolev
spaces H 1

C1 ([a, b]) ⊆ H 1 ([a, b]) ⊆ AC ([a, b]) (IV.4)

Definition IV.2 (Absolutely continuous spaces
(AC)). Let us define a function ψ : [a, b] → C. ψ is
absolutely continuous i.e. ψ ∈ AC if ∃ ρ ∈ [a, b] → C
integrable (Lebesgue integrable) such that

ψ (x) = ψ (a) +

ˆ x

a

ρ (y) y

where ρ is the derivative of ψ almost everywhere (a.e),
i.e ρ =a.e ψ

′.

AC ([a, b]) ≡
{
ψ ∈ L2 (R) | ψ is absolutely continuous

}

(IV.5)

Definition IV.3 (Sobolev space). The Sobolev space
is defined by the following set

H ([a, b]) ≡
{
ψ ∈ AC ([a, b]) | ψ′ ∈ L2 (R)

}
(IV.6)

Momentum operator on a Compact interval v/s on a
Circle

In this section we will try defining our momentum op-
erator precisely on a compact interval and on a circle. We
do this so we can analyze the properties of this operator
by looking at spaces that are one dimensional but not R
itself. In both the cases we will define our Hilbert space
to be H ≡ L2 ([0, 2π]).

Let us try to define reasonable domains for the mo-
mentum operators on both these intervals by eyeballing
the situation:

• On a compact interval

DP ≡
{
ψ ∈ C1 ([0, 2π]) | ψ (0) = 0 = ψ (2π)

}
(IV.7)

y

x
-1 1

Figure IV.1. Compact interval from x = −1 to x = 1

• On a circle

DP ≡
{
ψ ∈ C1 ([0, 2π]) | ψ (0) = ψ (2π)

}
(IV.8)

y

x

Figure IV.2. Unit circle

These look like reasonable guesses but we need to actually
check if the P̂j defined on these domains are self-adjoint
or not (It turns out that neither of them are self-adjoint).
This is the main goal of this review paper - understanding
the procedure of formulating a momentum operator on
some Hilbert space.

B. Momentum operator on a Compact interval

We consider the interval I = [0, 2π] with the operator
defined as follows (we will take h̄ = 1 i.e. use Planck
units for convenience). Let us rewrite the momentum
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operator

P̂j : DP → L2 ([0, 2π]) (IV.9)
ψ 7→ −iψ′ (IV.10)

ψ′ =
∂ψ

∂xj
(IV.11)

The main goal of this part is to check if P̂j defined as
above is self adjoint with respect to our domain I. Let
us do this one step at a time and formulate an algorithm
to do this eventually :

1. Step I : Is P̂j symmetric?

We need to check if our operator is symmetric because
it is a necessary condition for self-adjointness. We check
if the operator is self-adjoint by checking if, ∀ψ,ϕ ∈ DP

〈
ψ|P̂jϕ

〉
=

〈
P̂jψ|ϕ

〉
(IV.12)

Let us explicitly compute this to check. We will be
using integration by parts

(´
u dv = uv −

´

v du
)

which
is a common technique for such computations.

−i
ˆ 2π

0

dxj ψ (xj)ϕ
′ (xj) =

ˆ 2π

0

dxj(−i)ψ′ (xj)ϕ (xj)

= i

ˆ 2π

0

dxjψ′ (xj)ϕ (xj)

= i[
(
ψ (xj)ϕ (xj)

) ∣∣∣∣
2π

0

−
ˆ 2π

0

dxj ϕ
′ (xj)ψ (xj)]

(IV.13)

We need to be careful with the boundary term. We
know that ψ,ϕ ∈ DP and hence ψ (0) = ϕ (0) = ψ (2π) =
ϕ (2π) = 0. Using this in the above condition we get the
following

〈
ψ|P̂jϕ

〉
= 0 − i

ˆ 2π

0

ϕ′ (xj)ψ (xj) dxj

=
〈
P̂jψ|ϕ

〉
(IV.14)

Hence, proving that P̂j is symmetric indeed.

2. Step II : Is P̂j self adjoint?

To check this, we need to calculate the adjoint of P̂j

and see if it coincides with the original operator. As
we recall, when we are comparing the equality between
two operators we need to make sure that their domains
match along with their actions on the elements of these
domains.

Let us start with something that we know - P̂j is sym-
metric and by using lemma(III.1), we can say

P̂j ⊆ P̂∗
j → P̂∗

j is an extension of P̂j

Let ψ ∈ DP∗ then we have to show that

∃ η ∈ L2 (R) : ∀ϕ ∈ DP :
〈
ψ|P̂jϕ

〉
= 〈η|ϕ〉 (IV.15)

The above condition is equivalent to showing
ˆ 2π

0

dxj ψ (xj) (−i)ϕ′ (xj) =

ˆ 2π

0

dxj η (xj)ϕ (xj)

(IV.16)

With a loose argument we can always find a function
N : [a, b] → C such that η =ae N

′. Using this we will
rewrite the above equation as
ˆ 2π

0

dxj ψ (xj) (−i)ϕ′ (xj) =

ˆ 2π

0

η (xj)ϕ (xj)

=

ˆ 2π

0

dxj N ′ (xj)ϕ (xj)

ˆ 2π

0

dxj

(
ψ (xj) (−i)ϕ′ (xj)

)
= −
ˆ 2π

0

N ′ (x)ϕ′ (xj) dxj

+
[
N (xj)ϕ (xj)

] ∣∣∣∣
2π

0

ˆ 2π

0

dxj

[
ψ (xj) (−i)ϕ′ (xj) +N ′ (x)ϕ′ (xj)

]
= 0

(IV.17)

−i
ˆ 2π

0

(
ϕ′ (xj) (ψ (xj) − iN (xj))

)
dxj = 0

(IV.18)
〈ψ (xj) − iN (xj)|ϕ′ (xj)〉 = 0

(IV.19)

From this last statement we can conclude that ψ (xj) −
iN (xj) ∈ {ϕ′|ϕ ∈ DP}⊥ where ⊥ means the orthogonal
complement.

We can make two observations at this point :

1.

{ϕ′ (xj) | ϕ ∈ DP} =

{
ξ ∈ C0 (I) |

ˆ 2π

0

ξ (xj) dxj = 0

}

Proof. We will prove equality of the sets by proving
LHS ⊆ RHS and LHS ⊇ RHS simultaneously :
(⊆)

Let ϕ′ ∈ {ϕ′ (xj) | ϕ ∈ DP}. Let ϕ′ = ξ,
ˆ 2π

0

ξ dxj =

ˆ 2π

0

ϕ′ dxj = [ϕ′ (xj)]|2π
0 = 0

⇒ϕ′ (xj) ∈
{
ξ ∈ C0 (I) |

ˆ 2π

0

ξ (xj) dxj = 0

}
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(⊇)

Let ξ ∈
{
ξ ∈ C0 (I) |

´ 2π

0
ξ (xj) dxj = 0

}
. This implies

ϕξ (xj) =

ˆ π

0

ξ (y) dy ⇒ ϕξ ∈ C1

⇒ ϕξ (0) = 0 = ϕξ (2π)

⇒ ϕξ ∈ {ϕ′ (xj) | ϕ ∈ DP}

Together with (⊆) and (⊇) we can conclude the proof.

2. {ϕ′ (xj)|ϕ (xj) ∈ DP} = {1}⊥ where 1 is the con-
stant function.

Proof. We can write
ˆ 2π

0

ξ (x) dx = 0 ⇒ 〈1|ξ〉 = 0

Using this and the proof from above we can effectively
say

{
ξ ∈ C0 (I) | 〈1|ξ〉 = 0

}
= {1}⊥

We can now proceed the following way

ψ − iN ∈ {ϕ′ (xj) | ϕ ∈ DP}⊥
= {ϕ′ (xj) | ϕ ∈ DP}⊥

↪→
(
{ϕ′ (xj) | ϕ ∈ DP}⊥

)⊥⊥
=

(
{ϕ′ (xj) | ϕ ∈ DP}⊥⊥

)⊥

↪→ {ϕ′ (xj) | ϕ ∈ DP}⊥
=

(
{1}⊥

)⊥
= {1}⊥⊥

↪→ {1} = {C : [a, b] → C
| x 7→ Constant}

Hence we say ψ (xj) − iN (xj) = Constant ⇒ψ (xj) =
Constant+ iN (xj) and we use the fact that N (xj) ∈ AC
to say

ψ (xj) ∈ AC
Thus, ψ ∈ DP∗ ⇒ ψ (xj) ∈ AC (I) ⇒ DP∗ ⊆ AC (I)

What we need is P̂∗
j :DP∗ → L2 (R) which requires

−iψ′ (xj) ∈ L2 (R)

ψ (xj) ∈ H 1 (I)

⇒ DP∗ ⊆ H 1 (I)

So, as expected we get

P̂j ⊆ P̂∗
j

⇒ DP ⊆ DP∗

P̂j was defined on C1 with boundary conditions and
P̂∗

j was defined on H 1

⇒ P̂j ( P̂∗
j

Hence, P̂j is not self adjoint. This problem can goes
further ahead and can be dealt with the notion of Essen-
tially self adjointness.

So, we showed that P̂j is not self-adjoint. It could be
essentially self-adjoint? We recall that essentially self-
adjoint means the closure (double adjoint) of P̂j is self-
adjoint. If we could prove this then it works in our favor,
Why? Because we have theorem saying, If the closure
is self-adjoint, then the closure is the unique self-adjoint
extension. In this case, we just take the closure instead
of the original operator and we will have a self-adjoint
operator.

3. Step III: Calculate the closure P̂∗∗
j of P̂j

We know that P̂j is symmetric and from one of the
theorem we proved earlier : P̂j ⊆ P̂∗∗

j ⊆ P̂∗
j . We also

know from previous section that P̂∗∗
j is also symmetric.

Let ψ ∈ DP∗∗ then ∀ ϕ ∈ DP∗ :
〈
ψ|P̂jϕ

〉
=

〈
P̂∗∗

j ψ|ϕ
〉

.
Now we use a standard trick from the book using the fact
: P̂∗∗

j ⊆ P̂j which means DP∗∗ ⊆ DP∗ and P̂∗∗
j ψ = P̂∗

j ψ.
The above two lines give us the equality

〈
ψ|P̂jϕ

〉
=

〈
P̂∗∗

j ψ|ϕ
〉

=
〈
P̂∗

j ψ|ϕ
〉

(IV.20)

Thus, ∀ψ ∈ DP∗∗ and ∀ϕ ∈ DP∗ we have
〈
ψ|P̂∗

j ϕ
〉

=

ˆ 2π

0

ψ (x) (−i)ϕ′ (x) dx

〈
P̂∗

j ψ|ϕ
〉

=

ˆ 2π

0

(−i)ψ′ (x)ϕ (x) dx

The left hand side of both the equations are the same
and hence we get
ˆ 2π

0

ψ (x) (−i)ϕ′ (x) dx = i

ˆ 2π

0

ψ (x)ϕ (x) dx

−i
ˆ 2π

0

ψ (x)ϕ′ (x) dx = i

[
ψ (x)ϕ (x)|2π

0 −
ˆ 2π

0

ψ (x)ϕ′ (x) dx

]

0 = i
[
ψ (x)ϕ (x)

]2π

0

0 = ψ (2π)ϕ (2π) − ψ (0)ϕ (0)

We know nothing about ϕ at the endpoints 0 and 2π as
ϕ ∈ H 1 (I) (Sobolev space). Hence, ψ (2π) = ψ (0) = 0
in order to satisfy the equation above. This condition
precisely means that ψ ∈ DP∗∗ . This gives is

ψ ∈ {θ ∈ DP∗ |ψ (2π) = 0 = ψ (0)}
=

{
θ ∈ H 1 (I)|ψ (2π) = 0 = ψ (0)

}

Hence, we can conclude that

DP∗∗ =
{
θ ∈ H 1 (I)|ψ (2π) = 0 = ψ (0)

}
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At this point if one summarizes the definitions of the
operators P̂j , P̂∗

j , P̂∗∗
j (don’t forget their domain) one will

believe that P̂j is neither self-adjoint nor essentially self-
adjoint. This in particular is not good as this means one
cannot compute a meaningful momentum operator on an
interval. This problem is solved by calculating the defect
indices of the operators and is beyond the scope of this
paper. In the next example, this problem does not arise
and a much more meaningful result is concluded quite
early.

C. Momentum operator on a Circle

Let us begin by first stating our operator and domain
like always.

P̂j : DP → L2 (I)

: ψ 7→ (−i)ψ′

DP ≡
{
ψ ∈ C1|ψ (0) = ψ (2π)

}

We can note that
(
P̂j

)
Interval

(
(
P̂j

)
Circle

as ψ (2π) =

0 = ψ (0) is a stronger condition than ψ (2π) = ψ (0).
Hence we say momentum on the circle is an extension
of the momentum operator on a interval. In this section
whenever we write P̂j without specifying whether it is on
the circle or interval, we will assume that it is

(
P̂j

)
Circle

.
Same applies to similar notations like P̂∗

j ,DP ,etc.

1. Step I : Is P̂j symmetric?

We won’t go through the calculations again. Using the
algorithm from momentum on an interval one can effec-
tively check that this is true. One of the major differences
being that [ψϕ]

2π
0 = 0 because of different boundary con-

ditions.

2. Step II : Calculate the adjoint P̂∗
j

We will use the fact
(
P̂j

)
Interval

(
(
P̂j

)
Circle

. As P̂j

is symmetric we can conclude P̂j ⊆ P̂∗
j and

(
P̂∗

j

)
Circle

(
(
P̂∗

j

)
Interval

. Using these two facts we can write the fol-
lowing

(DP∗)Circle ⊆ (DP∗)Interval = H 1 (I) (IV.21)

Hence, we already know that DP∗ lies in the H space.
We proceed like we did in the previous example.

Let ψ ∈ DP∗ ⇒ ∀ϕ ∈ DP :
〈
ψ|P̂jϕ

〉
=

〈
P̂∗

j ψ|ϕ
〉

.

We already know that
(
P̂∗

j

)
Interval

is an extension of

the
(
P̂∗

j

)
Circle

operator. Hence, we can replace P̂∗
j ψ

by
(
P̂∗

j

)
Interval

ψ as we already know the properties of
(
P̂∗

j

)
Interval

.

ˆ 2π

0

dxψ (x) (−i)ϕ′ (x) =

ˆ

dx (−i)ψ′ (x)ϕ (x)

...

0 = i
[
ψ (x)ϕ (x)

]2π

0

We do not know anything about the boundaries for
ϕ (x) or ψ (x). Let us expand the above equation and see
if we can reach somewhere

i ϕ (0) [ψ (2π) − ψ (0)] = 0

⇒ ψ (2π) = ψ (0)

Which gives is the domain,

DP∗ =
{
ψ ∈ H 1 (I)|ψ (2π) = ψ (0)

}
(IV.22)

So now we see that the DP∗ for P̂∗
j on a circle is not just

H 1 but H 1 with some boundary condition. As we see,
every case is unique enough to work out this everytime.
So our intermediate result for the operator is

P̂∗
j :

{
H 1 (I)|ψ (2π) = ψ (0) → L2 (I)

}

ψ 7→ (−i)ψ′

3. Step III : Is P̂j self adjoint?

Let us recall the following things :

1. C1 ( H 1

2. These two equations

DP∗ =
{
ψ ∈ H 1 (I)|ψ (2π) = ψ (0)

}

DP =
{
ψ ∈ C1|ψ (2π) = ψ (0)

}

Using these two facts we can effectively conclude, P̂j ⊆
P̂∗

j ⇒P̂j is not self-adjoint! Is it essentially self adjoint?

4. Step IV : Is P̂j essentially self adjoint?

We need to check P̂∗∗
j = ˆP∗∗∗

j . To check that, we need
to calculate the closure.

We know that P̂j is symmetric which gives us P̂j ⊆
P̂∗∗

j ⊆ P̂∗
j . In this relation we know that P ∈ C1

Circle and
P ∈ H 1

Circle.
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Let ψ ∈ DP∗∗ , then ∀ϕ ∈ DP∗ :
〈
ψ|P̂∗

j ϕ
〉

=
〈
P̂∗∗

j ψ|ϕ
〉

. From the previous line we can say P̂∗∗
j ψ =

P̂∗
j ψ as P̂∗∗

j ⊆ P̂∗
j . So now we have

〈
ψ|P̂∗

j ϕ
〉

=
〈
P̂∗

j ψ|ϕ
〉

...

0 = i[ψ (x)ϕ (x)]2π
0

We know ϕ (2π) = ϕ (0) because ϕ ∈ DP∗ . So we get

0 = iϕ (0)
[
ψ (2π) − ψ (0)

]

This means ψ (2π) = ψ (0). This conclusively means
DP∗∗ = H 1 = DP∗⇒ P̂∗∗

j = P̂∗
j . Hence, we have shown

that it is essentially self-adjoint.

5. Step V : Replace by the closure.

We succeeded in constructing the unique momentum
operator on a circle by taking the closure P̂∗∗

j of our

initial guess P̂j : H 1 (I) → L2 (I) where ∀ψ ∈ H 1 :ψ 7→
(−i)ψ′.

V. CONCLUSION

The goal of this review paper was to show that defin-
ing operators in quantum mechanics mathematically pre-
cisely is not a trivial task. One needs to define the do-
main, check if it is self-adjoint, if it is not then check if it
is essentially-self adjoint at least. We still did not discuss
why we take the momentum operator as P̂jψ 7→ −iψ′.
This is the goal of something known as the Stone-von
Neumann theorem. After understand this review paper,
a starting point would be to understand the Stone von-
Neumann theorem which helps us construct observables
like the momentum operator by taking analogues from
Classical mechanics. Analogues like the Poisson bracket
which in Quantum mechanics are replaced by commuta-
tor brackets, this is known as the quantization prescrip-
tion.
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- Functional Analysis, Michael Reed and Barry Simon,
Academic Press 1980
Various topics from chapter VI to VIII.

[QM Leipzig] Notes taken during the course 12-PHY-
BIPTP4: Theoretical Physics IV - Quantum Mechanics
at University of Leipzig, 2017. (Unpublished)

[Szekeres] A course in Modern Mathematical Physics :
Groups, Hilbert Space and Differential Geometry, Pe-
ter Szekeres, Cambridge University Press 2004. (Chapter
13,14) (Recommended background reading).
I, II.1
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http://rohankulkarni.me/sdm_downloads/
functional-analysis0-for-qm/



Charge Quantization, Dirac String and Wu-Yang Monopole

Mert Kurttutan
(Dated: June 19, 2019)

Magnetic monopoles are particles that carry magnetic charge. They were proposed because of two
reasons: Symmetry between electric and magnetic field, and quantization of electrical charge. The
first example of magnetic monopole was proposed by Pauli M. Dirac, namely Dirac string. I will first
discuss how Dirac string leads to charge quantization and properties of it. To better understand it,
I will look at some interactions between an electron and a magnetic monopole in classical physics.
However, Dirac string requires singularities in the vector potential A. One monopole that doesn’t
require was proposed by Wu and Yang. I will derive charge quantization using gauge invariance and
study topological properties of it.

I. INTRODUCTION

The idea of magnetic monopole can be motivated by
the dual symmetry of classical electrodynamics. If we
have a magnetic charge ρm, Maxwell’s Equations become,

∇ · E = 4πρe,∇ · B = 4πρm

∇ × E = −4π

c
Jm − 1

c

∂B

∂t
,∇ × B =

4π

c
Je +

1

c

∂E

∂t

where Jm and ρm are corresponding magnetic current
and charge, respectively. Due to existence of magnetic
charge, Maxwell’s equations is invariant under transfor-
mation

{E, ρe,Je} → {B, ρm,Jm}

{B, ρm,Jm} → {−E,−ρe,−Je}

Another important reason why this idea is appealing to
physicists is regarding charge quantization. The quan-
tization of the quantities such as energy levels in atoms
and spin of an electron was explained by quantum me-
chanics. However, physicist couldn’t explain one of the
fundamental quantization in nature, namely the quan-
tization of electrical charge. But, one can demonstrate
Dirac Quantization condition by requiring the existence
of magnetic charges. In section II, I will list some of
the important concepts of electromagnetism in quantum
mechanics. In section III, I will explain one model of
magnetic monopoles called Dirac String. Then, using
this model, I will show the Dirac quantization condition
given that magnetic charges exist. In section IV, I will
study physical properties of Dirac string such as singular-
ities of magnetic field and rotational invariance. To gain
more insight into Dirac string, I will look at the classi-
cal interaction between electrically charged particle and
magnetic monopoles. In section V, I will look another
type of magnetic monopole called Wu-Yang monopole.
This monopole doesn’t include any singularity in the vec-
tor potential, which is the unpleasant property in Dirac
String.

II. VECTOR POTENTIAL AND GAUGE
INVARIANCE IN QUANTUM MECHANICS

Here, I summarize some necessary results from the
electromagnetism in quantum physics, obtained from
Ref. [1]. The time-dependent Schrödinger equation for
a charged particle in a magnetic field B(r) = ∇ × A(r)
is given by

i~
∂Ψ(r, t)

∂t
=

(
1

2m
(p − q

c
A)2 + qΦ

)
Ψ(r, t)

If two different vector potential (A,Φ) and (A′,Φ) are
connected by a Gauge transformation,

A′ = A + ∇Λ,Φ′ = Φ − 1

c

∂Λ

∂t

They describe the same system even though they are
not equal. If we transform A into A′, then the wavefunc-
tion transforms as follows,

Ψ′ = U(Λ)Ψ with U(Λ) = exp(i
qΛ

~c
)

satisfying the Schrödinger equation with A′ and Φ′. The
two wavefunctions describe the same physics since they
differ by a pure phase.

III. MAGNETIC MONOPOLES AND CHARGE
QUANTIZATION USING DIRAC STRING

Magnetic charges are hypothetical objects carrying
quantized charges in units of ~c

2e , which was first derived
by Dirac in 1931 [3]. But, how one can model such an
object that is not allowed by Maxwell’s equations? In his
paper 1931, Dirac proposed a model called Dirac String.
In 1938, Jordan found that Dirac String can be repre-
sented by a semi-infinite solenoid [6]. We first begin by
studying this semi-infinite model. Imagine you have a
semi-infinite solenoid that starts from z = 0 and extends
to z = −∞. Near the point z = 0, there are magnetic
fields coming off from the point z = 0, just as solenoid.
As we go down, we won’t be able to see magnetic field
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going back into solenoid since the solenoid extends to
z = −∞. Hence, the magnetic fields are as if they come
from magnetic charge. The system will be a magnetic
monopole only if the solenoid is physically undetectable.

FIG. 1. Dirac string as a Semi-Infinite Solenoid.

To see how this leads to magnetic charge, we need
to calculate vector potential A due to this semi-infinite
solenoid. The vector potential of a magnetic is given by

A =
m × r

r2
,

where m is magnetic dipole moment and r is the point
of interest. Hence,

dA =
dm × r

r2
, dm =

DNIdz

c
k̂,

where D the area of cross section of solenoid, I is the
current through the wire, and n is the number of turns
per length. To calculate A of the entire solenoid, we
integrate over all solenoid,

A =

∫

string

dm × rm

rm2
(1)

=

∫ 0

−∞

DNIdzmk̂ × rm

rm2
(2)

=
IND

c

∫ 0

−∞

r0 dzm

((zm − z0)2 + r20)
3/2

ϕ̂ (3)

=
InD

c

1 − cos θ

r sin θ
ϕ̂ (4)

= g
1 − cos θ

r sin θ
ϕ̂ (5)

where c is the speed of light and g is the magnetic
charge.

Indeed, one can show that

B = ∇ × A = g
r̂

r2

Now, we are ready to obtain charge quantization. To
do this, let’s imagine a usual experimental set-up for
Aharonov-Bohm effect. We consider an electron trapped
at the radius r0.

We know that there are 2 scenarios that can happen.
First, the magnetic flux may not be integer multiple of
ϕ0, in which case the shift in energy spectrum can be
realized. Hence, the solenoid is physically realizable. On

FIG. 2. The contribution to the magnetic field at the point
(r, θ, ϕ) due to the magnetic moment at the point z = zm.

FIG. 3. An Electron Moving around Solenoid at radius r0.

the other hand, if the magnetic flux is integer multiple of
ϕ0 = ~c

2e , the shift in energy spectrum is not realizable.
For we want our system to be a magnetic charge, it is
required that the solenoid is physically undetectable. The
magnetic flux through solenoid is Φ = 4π

c nID = 4πg.
Hence, it follows

Φ = nΦ0 (6)

4πg = n
2π~c
e

(7)

g = n
~c
2e

(8)

where n is an integer number. Hence, we obtained Dirac
quantization condition.

IV. THE DIRAC STRING AND ITS CLASSICAL
INTERACTION WITH A CHARGED PARTICLE

Even though the Dirac String leads to desired mag-
netic field, it contains singularities in magnetic field. We
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couldn’t account for these singularities. To do this more
delicately, we need to use the regularized version of the
vector potential A. Expressing A in cylindrical coordi-
nates, it follows

A =
g

ρ

(
1 − z√

z2 + ρ2

)
(9)

Then, the regularized version is obtained by taking
1
ρ → Θ(ρ−ϵ)

ρ and z√
z2+ρ2

→ z√
z2+ρ2+ϵ2

AR(z, ρ, ϵ) =
gΘ(ρ− ϵ)

ρ

(
1 − z√

z2 + ρ2 + ϵ2

)
(10)

One can show

lim
ϵ→0

∇ × AR(z, ρ, ϵ) (11)

=g r̂
r2 + 4πgΘ(−z)δ(x)δ(y)ẑ (12)

Hence, we obtain

B = g
r̂

r2
+ 4πgΘ(−z)δ(x)δ(y)ẑ = Bmon + Bstr,1

We can see that magnetic field from the Dirac String
doesn’t have only monopole component but also string
component. In fact, it is this string component that
reconciles the magnetic monopole with Maxwell’s equa-
tions. But this additional magnetic field does not change
the physics of the magnetic charge system by the Dirac
quantization condition.

One can also study the rotational symmetry of this sys-
tem. Indeed, T the magnetic field of magnetic charge is
manifestly rotationally invariant even though its vector
potential and Hamiltonian is not. How are these com-
patible with each other?

Say we have rotation operator R̂(θ0) which rotates
around x axis by θ0. Then, it follows that the rotated
Hamiltonian is given by

R̂†ĤR̂ =
1

2m

(
p − q

c
A′
)2

(13)

and

A′ = R̂†AR̂ (14)

= −g 1 + cos(θ + θ0)

r sin(θ + θ0)
ϕ̂ (15)

The magnetic field for the rotated system is

B′ = ∇ × A′ (16)

= g
r̂

r2
− 4πgΘ(z)δ(x)δ(y − z cos θ0)ẑ (17)

= B′
mon + B′

str,2 (18)

From this, we can see that the string is also rotated,
as expected. By Dirac quantization condition, the direc-
tion of the Dirac string doesn’t change the physics of the
system. Hence, the system is rotationally invariant.

To gain some intuition for the magnetic monopoles,
we now study the classical interaction between a charged
particle and magnetic monopole. The equation of mo-
tion for a particle with charge q in the field of magnetic
monopole is given by

mr̈ =
q

c
(v × B) =

qg

cr3
(ṙ × r) (19)

We can find the constants of motions to calculate tra-
jectory of the particle. By taking dot product of v and
r̈, we have

Ė =
d

dt

(m
2
v2
)

= 0 (20)

In addition to kinetic energy of the particle, the mag-
nitude of the mechanical angular momentum is also con-
served as in the case of central potentials. To show
this, the mechanical angular momentum of the systems
is given by

L = r ×mv (21)

The time derivative of mechanical angular momentum is

L̇ = r ×mv̇ (22)
=

qg

mr3
r × ṙ × r (23)

=
qg

mr3
(L × r) (24)

Then, we have

d

dt
(L · L) = 2L · L̇ (25)

= 0 (26)

where the last step is obtained using (24). Hence |L| is a
constant of the motion.

Different from central potential systems, the conserved
angular momentum has the form,

J = mr × ṙ − qg
r

r
(27)

Now, we show that this is a constant of motion.

J̇ = L̇ − qg ˙̂r (28)

=
qg

r3
(ṙ(r · r) − r(ṙ · r)) − qg

(
1

r
ṙ − r

r2
ṙ

)
(29)

= 0 (30)

From (27), it follows
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J · r̂ = −qg (31)

Hence, both J and r̂ are constants of motion. We also
found that the angle between J and r̂ is constant. To
find the equation for r, it follows from (19),

0 = r · r̈ (32)

=
1

2
r̈2 − (r2( ˙̂r)2 − (ṙ)2) (33)

=
1

2
r̈2 − v2 (34)

Due to conservation of energy, we can write

r =
√
v2 t2 + C (35)

with initial conditions r(t = 0) = C and ṙ(t = 0) = 0.
Using (30), (31) and (35), one can conclude that the

motion of cone with the vertex at the magnetic monopole.

FIG. 4. The Motion of an Electron Being Scattered by a
Magnetic Monopole at the Origin.

V. WU-YANG MONOPOLE

In the vector potential of Dirac string, there are singu-
larities. These singularities exist even at points that are
not the origin. Hence, the phase that charged particles
take exp(i e

~c

∮
A · dl) becomes ill-defined when the par-

ticle goes through a singularity. But it is true that every
vector potential for a magnetic monopole possesses such
singularities. We now prove this.
Let’s assume that there exists a vector potential for mag-
netic monopole, which does not include singularity. Con-
sider a loop integral at fixed radius r0 and polar angle
θ0.

∮
A · dr =

∫∫
B · dS (36)

=

∫ 2π

0

r2
g

r2
(r̂ · r̂)dϕ

∫ θ0

0

sin θdθ (37)

Φm = 2πg(1 − cos θ0) (38)

As θ0 → π, Φm → 4πg. However, when θ0 = π, the
boundary of the loop integral shrinks into a point. Since
A does not contain any singularity, Φm = 0 when θ0 = π,
which is a contradiction. Hence, A must have a singu-
larity.

However, the problem of singularity can be resolved in
the following way, as suggested by Wu and Yang in their
1975 paper [9]. Instead of having one vector potential,
we can have two vector potentials that are defined in dif-
ferent regions. As long as they are connected by a gauge
transformation in the overlapping region, this formula-
tion is physically valid. The vector potentials are given
as follows

A1 = g
1 − cos θ

r sin θ
ϕ̂ for S1 : 0 6 θ < π +

ϵ

2
(39)

A2 = −g 1 + cos θ

r sin θ
ϕ̂ for S2 : π − ϵ

2
< θ 6 π (40)

In the region they overlap, they must be connected by
a gauge transformation. Therefore, we obtain

∇Λ = A1 − A2 (41)

=
2g

r sin θ
ϕ̂ (42)

Λ = 2gϕϕ̂ (43)

One can see that A1 and A2 do not have singularities
on the region where they are defined. By using two single-
valuedness of ψ(ϕ) and ψ′(ϕ), it follows

ψ′(ϕ) = exp(i
e2gϕ

~c
)ψ′(ϕ) (44)

= exp(i
e2gϕ

~c
)ψ′(ϕ+ 2π) (45)

= exp(i
e2g(ϕ+ 2π)

~c
)ψ′(ϕ+ 2π) (46)

where we used the fact that they are connnected by a
gauge transformation. Therefore,

exp(i
2ge

~c
2π) = 1 (47)

g = n
~c
2e
, n ∈ Z (48)

Therefore, the magnetic charge g is quantized in units
of ~c

2e . Note that this method works for any magnetic
monopole model.

One can discover the link between charge quantization
and topology using Wu-Yang Monopole. We know that



An Algebraic Approach to Reflectionless Potentials in One Dimension 5

the gauge transformation is single-valued function. If we
choose U(ϕ) such that U(0) = 1, it follows

U(2π) = U(0) = 1 (49)

= exp(i
e

~c

∮
(A1 − A2) · dl) (50)

= exp(i
e

~c
(ϕN + ϕS)) (51)

= exp(i
4πeg

~c
) (52)

We found that the winding number has the form n =
2eg
~c . This quantity tells us how many times the vector

potential encircles the magnetic monopole as ϕ : 0 → 2π.
Indeed, the magnetic charge is quantized since the wind-
ing number is quantized. This gives us the topological
aspect of Dirac quantization condition.

DISCUSSION

1. In the Wu-Yang Monopole, we used 2 different
vector potentials A1 and A2, which are connected by a
gauge transformation. The magnetic fields of these vector
potentials give insight about the gauge transformation of
Dirac string.

By using the method we used, one can obtain the mag-
netic field for this vector potential,

B = ∇ × A2 (53)

= g
r̂

r2
− 4πgΘ(z)δ(x)δ(y)ẑ (54)

= Bmon + Bstr,2 (55)

FIG. 5. The picture of Dirac Strings with the vector potential
A1 and A2, respectively.

In the first system, the string extends down to infinity
while in the second it extends up to infinity. The effect
of the gauge transformation is to rotate the string by
an angle π. More generally, this implies that magnetic
monopole is defined up to the direction of Dirac string.

2. We can gain insight into the force between magnetic
charges by comparing it to electrical charges. The force
between electrical charges is proportional to e2, which
has the value

e2 =
~c
137

(56)

However, the value of g2 is

g2 =
137

4
~c (57)

which is approximately 4700 times higher than e2. It re-
quires much more energy to separate two opposite mag-
netic charges as compared to electrical charges. This ex-
plains why it is much harder to obtain magnetic charge
alone.
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Constructing Dirac spinors using representations of Lorentz group

Fedor Indutnyy
(Dated: June 9, 2019)

Spin- 1
2

particles are governed by Dirac equation and are described by 4-component objects named
spinors. Given the influence of Special Relativity on the derivation of Dirac equation it is inevitable
that the physical processes involving spin- 1

2
particles have to be independent of observer and their

inertial frame. Measurements made in one frame should agree with the measurements made in
another, and thus the components of spinor have to transform between frames. In this paper we
introduce the generators of Lorentz transformations that form a Lie algebra, find the decomposition
of Lorentz algebra into a sum of two sub-algebras su(2) ⊕ su(2), build left- and right- handed
representations of spin- 1

2
particles and combine them to form a full Dirac spinor.

I. OVERVIEW

A. Conventions

Through the rest of the paper it is assumed that:

~ = c = 1 (1)

and thus all quantities are expressed in Natural Units.
The energy and momentum of the particle are combined

into 4-momentum:

pµ = (E, px, py, pz) ;µ = 0, 1, 2, 3 (2)

and dot product of two 4-momenta is defined as:

p · q = pµ η
µν qν (3)

with the metric:

ηµν = ηµν =




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1


 . (4)

The dot product of 4-momentum with itself is:

p2 = p · p = E2 − p2x − p2y − p2z = E2 − ~p2. (5)

Einstein summation is used for every repeating index:

AµBµν ≡
4∑

µ=0

AµBµν . (6)

B. Dirac Equation

Scrödinger equation is famously non-relativistic. Spe-
cial relativity makes no distinction between space and
time and thus they should appear on an equal footing.
However, the powers of derivatives d

dt and d
dx in

i
d

dt
ψ = Eψ =

(
1

2m

(
1

i

d

dx

)2

+ V (x)

)
ψ (7)

are not the same.
In order to account for relativistic effects the equation

of motion should use the relativistic energy formula

E =
√
~p2 +m2, (8)

which could be rewritten differently as
√
E2 − ~p2 = m. (9)

Dirac’s ingenious coup is finding such γµ that:
(
γ0E + γ1px + γ2py + γ3pz

)2
= E2 − ~p2. (10)

Then the square root in (9) could be taken exactly:
√
E2 − ~p2 = γ0E + γ1px + γ2py + γ3pz. (11)

In terms of operators E = i∂t and pi = −i∂i equation
(10) takes following form:
(
iγ0∂t − i

∑

i

γi∂i

)2

ψ =

(
−∂2t +

∑

i

∂2i

)
ψ (12)

Simple calculation shows that in order to satisfy (12),
γµ have to be matrices with following anti-commutation
relations:

{γµ, γν} = γµγν + γνγµ = 2ηµν (13)

Substituting differential version of Dirac’s coup (12)
back into the square root (9) and redefining γi ≡ −γi
results in famous Dirac equation:

(iγµ∂µ −m)ψ = 0 (14)

There are different ways to select γµ satisfying anti-
commutation relations (13). In this paper we use Weyl
basis:

γ0 =

(
0 1

1 0

)
, γi =

(
0 σi

−σi 0

)
; (15)

where σi are usual Pauli matrices. Each γµ is a complex
4× 4 matrix and ψa is a complex vector (not a 4-vector!)
with a = 0, 1, 2, 3. Fully expanded Dirac equation reads
as:

(i(γµ)ab∂µ −mδab)ψb = 0. (16)

Note that greek letters (µ, ν, . . . ) are used for coor-
dinates, and the first letters of latin alphabet (a, b, . . . )
are used for spinor components.
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C. 4-vector representations

The defining idea of Special Relativity is invariance
under Lorentz transformations X ′µ = ΛµνX

ν :

X ·Y = XµηµνX
ν = X ′µηµνX

′ν . (17)

In turn the Lorentz transformations Λ have to leave the
metric invariant:

ησρ = ΛσµΛρνη
µν . (18)

Skipping the parity change and time reversal transfor-
mations we are left with are 6 “basic” operations: boosts

Kx(β) =




cosh(β) sinh(β) 0 0
sinh(β) cosh(β) 0 0

0 0 1 0
0 0 0 1


 , (19)

Ky(β) =




cosh(β) 0 sinh(β) 1
0 1 0 0

sinh(β) 0 cosh(β) 0
1 0 0 1


 , (20)

Kz(β) =




cosh(β) 0 0 sinh(β)
0 1 0 0
0 0 1 0

sinh(β) 0 0 cosh(β)


 (21)

and rotations

Jx(θ) =




1 0 0 0
0 1 0 0
0 0 cos(θ) sin(θ)
0 0 − sin(θ) cos(θ)


 , (22)

Jy(θ) =




1 0 0 0
0 cos(θ) 0 − sin(θ)
0 0 1 0
0 sin(θ) 0 cos(θ)


 , (23)

Jz(θ) =




1 0 0 0
0 cos(θ) sin(θ) 0
0 − sin(θ) cos(θ) 0
0 0 0 1


 . (24)

The subset formed by Kx,Ky,Kz, Jx, Jy, Jz and their
combinations is called proper ortochronous Lorentz group
L which we’ll just call Lorentz group from now on.

Suppose now that two observers see the particle gov-
erned by Dirac equation from two different frames related
by Λ. The laws of physics should be the same in both
frames, and thus both observers should find that the
particle’s wave function satisfy the same Dirac equation.

Each ψ(x) = ψ(t, ~x) is a function of space and time
and therefore has to abide to coordinate transformation:

ψ′(x) = ψ(Λx) (25)

Putting (25) into Dirac equation (14):

(iγµ∂µ −m)ψ′(xν) = 0

= (iγµ∂µ −m)ψ(Λνρx
ρ)

=
(
iγµΛνµ (∂νψ) (Λx)−mψ (Λx)

)

= (iγ′ν∂ν −m)ψ = 0

(26)

with γ′ν ≡ Λνµγ
µ. Simple application of the main prop-

erty of Lorentz transformations (18) shows that

{γ′µ, γ′ν} = {γµ, γν} = ηµν . (27)

γ′µ is a different set of matrices satisfying the same
anti-commutation relations as γ.

Apparently näıve wave function transformation is not
enough to make physics observer-independent! This
should not be surprising: ψ has 4 components and we
assumed that they do not mix under Lorentz transforma-
tion. We have to introduce ”mixing” to compensate for
the coordinate transformation. As we shall see in the next
sections, finding the right way of ”mixing” the compo-
nents of the Dirac spinor is crucial for Lorentz invariance
of the Dirac equation.

D. Representations of Lorentz group

Components of ψ can’t mix arbitrarily. Lorentz trans-
formations form a group (i.e. there is an identity trans-
formation, inverse for every Λ, matrix multiplication is a
group action), and thus two successive ”mixings” of the
spinor components have to act as a single ”mixing” using
combined Lorentz transformations:

T (Λ2)abT (Λ1)bcψ
c = eiφ12T (Λ2Λ1)abψ

c (28)

up to a phase φ12.
Such map T : L → SL(N,C) is a representation of the

group L, where SL(N,C) is a group of complex N ×N
matrices. In case of Dirac spinors the target group has to
be a subgroup of SU(4) (unitary 4× 4 matrices) because
spinors have to remain normalized under transformations:

ψ†ψ → ψ†T †(Λ)T (Λ)ψ = ψ†ψ. (29)

E. Lie Algebra of Lorentz group

Although it is convenient to define the Lorentz group L
in terms of matrices Λµν , the group L itself is independent
of particular matrix representation. L has mathematical
structure that is best seen on infinitesimal transformations
of Kx (19):

K1 =
1

i
∂βKx(β)

∣∣
β=0

= i




0 −1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0


 (30)
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and similarly of other operations (20) – (24):

K2 = i




0 0 −1 0
0 0 0 0
−1 0 0 0
0 0 0 0


 ,K3 = i




0 0 0 −1
0 0 0 0
0 0 0 0
−1 0 0 0


 , (31)

J1 = i




0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0


 , J2 = i




0 0 0 0
0 0 0 1
0 0 0 0
0 −1 0 0


 , (32)

J3 = i




0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0


 . (33)

The matrices (30), (31), (32), (33) are called generators
of Lie algebra so(1, 3). Any Lorentz transformation could
be put into an exponential form

Λ(θ, β) = exp
[
iθiJi + iβiKi

]
(34)

by combining several generators together.
Note that neither of Ji or Ki commute with each other,

e.g. rotating by 90◦ around z-axis and then rotating by
90◦ around x-axis is not the same as doing 90◦ x-axis
rotation first and applying 90◦ z-axis rotation afterwards:

z

x

y

Rz(90◦)

�
Rx(90◦)

�

z

x

y

Rx(90◦)

�
Rz(90◦)

�

After few steps of derivation the commutators of in-
finitesimal rotations Ji familiarly are:

[Ji, Jk] = iεijkJk. (35)

The rest of the commutators are:

[Ji,Kj ] = iεijkKk,

[Ki,Kj ] = −iεijkJk.
(36)

Neither (35) nor (36) make any reference to a particular
matrix form (representation) of L. In fact these commu-
tators define Lie algebra of L. Exponentiating different
set of matrices J ′i , K

′
i, that have the same commutation

relations (35), (36) will yield a different valid representa-
tion of Lorentz group! Therefore we set ourselves on a
quest to find Ji and Ki that have an appropriate action
on Dirac spinors.

II. DECOMPOSITION OF LORENTZ ALGEBRA

The spin of a quantum particle is defined by its trans-
formation properties under rotations. In non-relativistic
Quantum Mechanics we found that spinors transform
through an application of the exponential unitary opera-
tor

ψa →
(
exp

[
iθiSi

])a
b
ψb, (37)

where Si ≡ σi
2 are spin operators for spin- 12 particles

constructed from Pauli matrices σi.
The commutators

[Si, Sj ] = iεijkSk (38)

define the Lie algebra su(2) of the group of unitary ma-
trices with detM = 1 SU(2). The su(2) (38) is the same
as so(3) (35). Thus, because these Lie algebras are the
same, each 3-dimensional rotation in SO(3) (orthogonal
matrices with detM = 1) can be mapped to an element
of SU(2). The only difference between these groups is
that for every SO(3) element there are two elements in
SU(2), and thus single full rotation in SU(2) is not equal
to identity transformation. Peculiarly spinors change the
sign of their wave function under a single 360◦ rotation.
This is very easy to see by putting θi = (0, 0, 2π) into the
transformation (37).

We wish to find such representation of L that the
relativistic spinor would transform under rotations using
unitary matrices, i.e. using SU(2) representations. Even
though the Si’s commutation relations (38) are exactly
the same as (35), the boosts Ki commutators (36) make
the so(1, 3) different from su(2).

The trick [1, ch. 10.1.2] is to study combinations of Ji
and Ki:

J+
i =

1

2
(Ji + iKi) , J

−
i =

1

2
(Ji − iKi) . (39)

Their commutators

[
J+
i , J

−
i

]
= 0, (40)

[
J+
i , J

+
j

]
= iεijkJ

+
k , (41)

[
J−i , J

−
j

]
= iεijkJ

−
k , (42)

indicate that so(3, 1) is a direct sum of two commuting
sub-albegras:

so(3, 1) = su(2)⊕ su(2). (43)

Instead of looking for representations of full L we can
combine two representations of SU(2) into a tensor prod-
uct SU(2)⊗SU(2). Each epresentation of SU(2) acts on a
(2j+1)-dimensional vector space, where j is a half-integer
characterizing the representation. The combination of
two SU(2) representations therefore can be labeled by a
pair of half-integers (A,B) with the total number of basis
states equal to (2A+ 1)(2B + 1).



4

The rotation and boost operators J , K can be recon-
structed from J+ and J−:

Ji = J+
i + J−i , (44)

Ki = i
(
J−i − J+

i

)
. (45)

Despite unfamiliar context, (44) is practically the same
as total angular momentum operator in non-relativistic
quantum mechanics:

Ji = Li + Si. (46)

Just as in Clebsch-Gordan tables, the tensor product
of spin-A and spin-B spinors decomposes into a sum of
representations of SO(3) with spins:

A+B, A+B − 1, . . . , |A−B|. (47)

III. LEFT- AND RIGHT- HANDED WEYL
SPINORS

Since we are looking for spin-12 particles the relevant
pairs of A and B are left- and right-handed Weyl spinors:
( 1
2 , 0) and (0, 12 ), respectively. It is easy to check that

these values of A and B combined generate spin- 12 rep-
resentation using the summation formula (47). For the
left-handed spinor we set:

ψL : J−i =
σi
2
, J+

i = 0, Ji =
σi
2
, Ki = i

σi
2

; (48)

and for right-handed:

ψR : J−i = 0, J+
i =

σi
2
, Ji =

σi
2
, Ki = −iσi

2
. (49)

Substituting matrices (48) and (49) into the exponential
form of Lorentz transformation (34) we find that ψL and
ψR transform according to:

ψL → exp

[
1

2

(
iθi − βi

)
σi

]
ψL, (50)

ψR → exp

[
1

2

(
iθi + βi

)
σi

]
ψR. (51)

Note that both ψL and ψR have two components, just as
usual non-relativistic spinors.

IV. DIRAC SPINORS AND LORENTZ
INVARIANCE

Starting from (30) there was a trouble following us
through all derivations. The boosts Ki are not Hermi-
tian, and therefore very evidently transformations of left-
and right-handed Weyl spinors (50) and (51) are not
unitary for βi 6= 0! The reality is that there are no

non-trivial finite-dimensional unitary representations of
Lorentz group L, because it is non-compact [2]. Proper
solution is attainable only in fully-relativistic Quantum
Field Theory with the use of representations of Poincaré
group (Lorentz group with addition of time- and space-
translations), which we will not discuss here.

A. Scalar quantities

Despite this flaw we can still study the transformations
of Weyl and Dirac spinors. To get more insights into this
it would be suggestive to build several Lorentz-invariant
quantities out of ψL and ψR. The infinitesimal versions
of transformations (50) and (51)

δψL =
1

2

(
iθi − βi

)
σiψL, (52)

δψR =
1

2

(
iθi + βi

)
σiψR (53)

and similarly of their conjugates

δψ†L =
1

2

(
−iθi − βi

)
ψ†Lσi, (54)

δψ†R =
1

2

(
−iθi + βi

)
ψ†Rσi (55)

will be useful in this process.
The norm of ψR:

δ
(
ψ†RψR

)
= δψ†RψR + ψ†RδψR

=
1

2

(
−iθi + βi + iθi + βi

)
ψ†RσiψR

= βiψ†RσiψR

(56)

is non Lorentz invariant for βi 6= 0, just as the norm of
ψL:

δ
(
ψ†LψL

)
= −βiψ†LσiψL. (57)

The ψ†LψR combination however

δ
(
ψ†LψR

)

=
1

2

(
−iθi − βi + iθi + βi

)
ψ†LσiψR = 0

(58)

and therefore its complex conjugate ψ†RψL are Lorentz
invariant scalar quantities.

B. Vector quantities

Since every complex matrix could be decomposed into
a combination of identity and σi, it would be sufficient to
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study the transformation properties of ψ†RσiψR

δ
(
ψ†RσiψR

)
=

1

2

(
−iθj + βj

)
ψ†RσjσiψR+

1

2

(
iθj + βj

)
ψ†RσiσjψR+

=
1

2
iθjψ†R [σi, σj ]ψR+

1

2
βjψ†R {σi, σj}ψR+

= βjψ†RψR − εijkθjψ†RσkψR

(59)

using [σi, σj ] = 2iεijkσk and {σi, σj} = 2δij . Similarly

ψ†LσiψL transforms as:

δ
(
ψ†LσiψL

)
= −βjψ†LψL − εijkθjψ†LσkψL. (60)

It could be checked that infinitesimal action of the
exponential Lorentz transformation (34) on a 4-vector
Xµ is:

δX0 = βiXi,

δXi = βiX0 − εijkθjXk.
(61)

Comparing it to change of the non-invariant quantities
(56) and (59):

δ
(
ψ†RψR

)
= βiψ†RσiψR,

δ
(
ψ†RσiψR

)
= βjψ†RψR − εijkθjψ†RσkψR,

(62)

we see that 4-component combinations
(
ψ†RψR, ψ

†
RσiψR

)
,
(
ψ†LψL,−ψ†LσiψL

)
(63)

behave like vectors under Lorentz transformations!
We therefore define:

σµ ≡ (1, σ1, σ2, σ3)

σµ ≡ (1,−σ1,−σ2,−σ3)
(64)

and conveniently the combinations (63) become:

ψ†Rσ
µψR, ψ

†
Lσ

µψL. (65)

C. Back to Dirac equation

In previous sections we have derived several Lorentz
invariant quantities:

ψ†RψL, ψ
†
LψR,

ψ†Rσ
µψR, ψ

†
Lσ

µψL.
(66)

It is time now to combine them into the Lorentz-invariant
Dirac equation. Since quantities (65) act as 4-vectors,
they could be paired with a derivative

ψ†Rσ
µ∂µψR, ψ

†
Lσ

µ∂µψL (67)

to become scalars.
Combining ψL and ψR into a 4-component Dirac spinor

ψ ≡
(
ψL
ψR

)
(68)

and restating Weyl-basis (15) in terms of (64)

γµ =

(
0 σµ

σµ 0

)
, (69)

we see that derivative terms (67) are nothing else, but

ψ†γ0γµ∂µψ. (70)

The scalars from (66) could be built similarly:

ψ†γ0ψ. (71)

Defining ψ ≡ ψ†γ0 It is easy to see from (70) and (71)
that

ψ (iγµ∂µ −m)ψ (72)

is a Lorentz invariant quantity. What we have found is
that (72) is nothing else, but Dirac equation (14) multi-
plied on the left by ψ!

Given the definition of ψ in (68) and properties of left-
and right- handed Weyl spinors (50) and (51) we see that
it transforms under rotations as:

ψ′ = exp

[
iθi

1

2

(
σi 0
0 σi

)]
ψ. (73)

D. Weyl spinors

Quite interestingly setting mass to zerom = 0 in Dirac’s
equation (14)

(
0 i∂0 + i∂iσ

i

i∂0 − i∂iσi 0

)
×
(
ψL
ψR

)
= 0 (74)

decouples ψL and ψR parts of ψ:

(
i∂0 − i~∂ · ~σ

)
ψL = 0, (75)

(
i∂0 + i~∂ · ~σ

)
ψR = 0. (76)

If we would replace partial derivatives with momenta

~p = i~∂ and energy E = i∂0 the equations (75) and (76)
become:

~p · ~σψL = EψL, (77)

~p · ~σψR = −EψR. (78)
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When the particle is massless its energy is equal to the

magnitude of its momentum E =
√
~p2 +m2 =

√
~p2 = |p|

and so equations (77) and (78) simplify even further:

~p

|p| · ~σψL = +ψL (79)

~p

|p| · ~σψR = −ψR. (80)

The expression ~p
|p| · ~σ is called Helicity operator, and is a

projection of spin along the particle’s momentum. Thus
in massless limit left- and right- handed Weyl spinors
are helicity eigenstates with opposite eigenvalues.

Demanding certain helicity (79) of a particle might
seem restrictive, but due to Special Relativity massless
objects always move with the speed of light in all reference
frames. Such objects cannot be slowed down, and their
direction of motion cannot be reversed. Therefore they
must have fixed helicity.

V. DISCUSSION

We have seen that Lorentz invariance and represen-
tations of Lorentz group play key role in defining the
properties of Dirac spinor. The scalar quantity (72) that
we have derived plays central role in both Quantum Elec-
trodynamics and Quantum Chromodynamics, where it is
included as a part of Lagrangian describing the behavior
and mass of spin- 12 fermions.

The same process that we have used for Dirac spinor
could be applied to spin-1 bosons using ( 1

2 ,
1
2 ) represen-

tation of Lorentz group. In this case, however the spin
addition formula (47) says that we will get two possible
SO(3) representations: spin-0 and spin-1. The spin-0
representation is fictitious and cannot take part in phys-
ical processes. Its elimination is the basis of the Gauge
Theory.

Representation theory has been very fruitful for particle
physics. The non-negative energy unitary representations
of Poincaré group (Lorentz group with translations) has
been classified by Wigner [2], and give basis to and de-
scription of intrinsic angular momentum of massive (spin)
and massless (polarization) particles.
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Coordinate-space wavefunctions for the simple harmonic oscillator via algebraic
operator methods

James K. Freericks
(Dated: April 6, 2019)

The simple harmonic oscillator is solved in 8.04-06x via differential equations and via ladder
operator methods. But then the traditional construction of the wavefunctions from the eigenstates
involves an nth-order differential equation acting on the ground state; this arises from evaluation of

〈x| (â†)n√
n!
|0〉 in the coordinate representation with p̂ = −i~ d

dx
. The method is not efficient to calculate,

nor is it illuminating (even if it leads to a so-called Rodrigues formula). In this paper, I will show how
one can adapt the conventional ladder operator methods to directly construct the Hermite polynomial
recurrence relation for the coordinate-space wavefunctions 〈x|n〉 = ψn(x). This methodology will
introduce you to the power of the translation operator; technically, it employs both the Hadamard
lemma and the Baker-Campbell-Hausdorff formula in the analysis (identities already worked out in
8.04-06x). Hints for this approach can be found in Arno Bohm’s Quantum Mechanics: Foundations
and Applications, but the strategy taken here is markedly different, emphasizing the use of the
translation operator and illustrating how it can be employed more generally for the determination of
wavefunctions without differential equations. The paper concludes with a brief sketch of how one can
achieve similar results for the momentum-space wavefunctions and beyond to more general systems.

I. INTRODUCTION TO THE TRANSLATION
OPERATOR AND EIGENSTATES OF x̂ AND p̂

In this paper, we describe how one can construct the
wavefunctions of the simple harmonic oscillator from
purely algebraic methods. While nearly every quantum
text describes how to construct the energy eigenfunctions
|n〉 from the ladder operators, almost none describe how
to construct the coordinate and momentum-space wave-
functions via operator methods; in fact we have not found
any that proceed as we do here, although Bohm hints
at alternatives to the “standard” approach [1]. We be-
gin by simply noting that wavefunctions are the overlap
of the energy eigenfunctions |n〉 with the position |x〉
or momentum |p〉 eigenfunctions, or ψn(x) = 〈x|n〉 and
φn(p) = 〈p|n〉. So we must start by constructing those
position and momentum eigenfunctions. Our strategy is
to employ operator methods without resorting to specific
representations of the operators, so we do not need to
introduce the coordinate space representation of the mo-
mentum operator in terms of a derivative with respect
to the coordinate. Instead, we follow the representation-
independent operator-based approach initiated by Dirac
in 1926 [2].

We start with the canonical commutation relation
[x̂, p̂] = x̂p̂ − p̂x̂ = i~, where hats are used to denote
operators. For this paper, we simply state this as a
postulate, but one can strongly motivate the canonical
commutation relation from the facts that atoms have
sharp spectral lines, the existence of stationary energy
eigenstates, and the Planck-Einstein relation for energy
and frequency [3]. Our goal is to use these operators to
construct position eigenstates. We will assume that an
eigenstate for the coordinate at the origin exists |x=0〉,
which satisfies x̂|x=0〉 = 0, and use that state to construct
all other position eigenstates. Note that we do not need
to worry about the normalization of the state for anything

that we do in this paper, so we do not discuss this issue
further here (as it requires calculus to settle it properly).

To start working with the translation operator, we use
the so-called Hadamard lemma (derived below), which
allows us to evaluate the similarity transformation of the
operator x̂ as follows (with x0 a real number):

e
i
~x0p̂x̂e−

i
~x0p̂ = x̂+

i

~
x0[p̂, x̂]− x20

2~2
[p̂, [p̂, x̂]] + · · ·

= x̂+ x0. (1)

The final equality occurs because [p̂, x̂] = −i~ is a number,
not an operator, and subsequently it commutes with all
additional multiple commutators of p̂; this truncates the
expression after the first commutator. Next, we multiply
the left and right hand sides of Eq. (1) by exp(−ix0p̂/~)
from the left to yield

x̂e−
i
~x0p̂ = e−

i
~x0p̂(x̂+ x0). (2)

With this identity, we establish the eigenfunction |x0〉,
which satisfies x̂|x0〉 = x0|x0〉 (here, x0 is a number and
a label for the Dirac ket):

|x0〉 = e−
i
~x0p̂|x=0〉. (3)

Operating x̂ onto the state |x0〉 yields

x̂|x0〉 = x̂e−
i
~x0p̂|x=0〉 = e−

i
~x0p̂(x̂+ x0)|x=0〉 = x0|x0〉.

(4)
The last equality follows because x̂|x=0〉 = 0, numbers
always commute with operators and the definition of
|x0〉. Hence, Eqs. (3) and (4) establish that |x0〉 is the
eigenstate of x̂ with eigenvalue x0.

Similarly, one can also derive that the momentum eigen-
states satisfy

|p0〉 = e
i
~p0x̂|p=0〉. (5)

This result will be used in subsequent calculations.
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II. ALGEBRAIC CONSTRUCTION OF THE
ENERGY EIGENFUNCTIONS

We will be working with the simple harmonic oscillator,
which is defined by the Hamiltonian with a quadratic
potential

Ĥ =
p̂2

2m
+

1

2
mω2

0 x̂
2. (6)

Here m is the mass of the particle and ω0 is the character-
istic frequency of the harmonic oscillator. The operator
method for the harmonic oscillator was fully covered in
the 8.04-8.06 sequence. But let’s revisit it anyway to
understand a bit about the history of the method. It was
first introduced in the 1930 edition of Dirac’s monograph
on quantum mechanics [4]. In that text, Dirac worked
with dimensionless position and momentum operators and
tried to factorize the Hamiltonian (p̂2 + q̂2)/2 in terms
of p̂± ix̂. The factorization (p̂+ ix̂)(p̂− ix̂)/2 produces
the Hamiltonian up to a constant shift. The operator ap-
proach has since been modified. The i factors are moved
from the coordinate to the momentum, and we work with
dimensionful coordinate and momentum operators. The
dimensionless raising â† and lowering â operators are then
defined to be

â† =

√
mω0

2~

(
x̂− i p̂

mω0

)
, â =

√
mω0

2~

(
x̂+ i

p̂

mω0

)
.

(7)
One can immediately compute that

[â, â†] =
mω0

2~
i

mω0
2[p̂, x̂] = 1 (8)

or [â, â†] = 1 and

Ĥ = ~ω0

(
â†â+

1

2

)
. (9)

Since â†â is a positive semidefinite operator, because

〈ψ|â†â|ψ〉 = ‖â|ψ〉‖2 ≥ 0, (10)

we immediately learn that the ground state |0〉 of the
simple harmonic oscillator satisfies

â|0〉 = 0, (11)

and the ground-state energy is E0 = ~ω0/2.
The commutator of the Hamiltonian with the raising

operator is simple to compute, since

[Ĥ, â†] = ~ω0[â†â, â†] = ~ω0â
†[â, â†] = ~ω0â

†. (12)

This can then be generalized by induction to show that
[
Ĥ,
(
â†
)n]

= n~ω0

(
â†
)n
. (13)

Equation (12) is the base case, and then one simply
assumes the result is true for n− 1 and uses the product

rule for the commutator to establish the general case.
The commutation relation in Eq. (13) is next used to find
the higher energy eigenstates. we define the nth excited
energy eigenstate |n〉 to have energy En. Then we claim
that

|n〉 ∝
(
â†
)n |0〉. (14)

The proof that this is an eigenstate follows by direct
computation:

Ĥ|n〉 =
[
Ĥ,
(
â†
)n] |0〉+

(
â†
)n Ĥ|0〉 = ~ω0

(
n+

1

2

)
|n〉.
(15)

So, we learn that En = ~ω0(n+ 1/2) due to the commu-
tator in Eq. (13) and the fact that |0〉 is an eigenstate of
the Hamiltonian with energy ~ω0/2.

Finally, we need to normalize the eigenstate. If we
assume the ground state is normalized 〈0|0〉 = 1, then,
using the fact that â|0〉 = 0, we find that

〈0| (â)
n (
â†
)n |0〉 = 〈0| (â)

n−1
[
â,
(
â†
)n] |0〉

= n〈0| (â)
n−1 (

â†
)n−1 |0〉

= n! (16)

so that we find

|n〉 =

(
â†
)n

√
n!
|0〉 (17)

is the normalized nth excited state with energy En. Note

that we used the fact that
[
â,
(
â†
)n]

= n
(
â†
)n−1

in the
derivation of the normalization factor. This result for the
commutator is easily established by induction, and was
covered in 8.04-06, so will not be repeated here.

III. COORDINATE-SPACE WAVEFUNCTIONS

In this section, we will compute the wavefunction in
coordinate space using purely algebraic methods. But
first, we need to determine two critical operator identities—
the Hadamard lemma and the Baker-Campbell-Hausdorff
identity.

The Hadamard lemma is given by

eÂB̂e−Â =
∞∑

m=0

1

m!
[Â, [Â, · · · , [Â, B̂] · · · ]m (18)

where the m subscript on the commutators denotes that
there are m nested commutators; this lemma is also called
the Baker-Hausdorff lemma and the braiding relation. But
as far as I can tell, it was first discovered by Campbell
in 1897 (see Eq. 19 of Ref. [5]) and hence should be
called the Campbell lemma. It is not clear at all where
the Hadamard lemma name comes from. To prove the
Hadamard lemma, we need to use induction, but first,
to get a feel for the identity, we examine the first few



3

terms in the expansion. To start, we expand the two
exponentials in a power series, so that

eÂB̂e−Â =
∞∑

n=0

1

n!

(
Â
)n

B̂
∞∑

n′=0

1

n′!
(−1)n

′ (
Â
)n′

. (19)

Grouping the terms in the power series in terms of powers
of the operator Â, we find

eÂB̂e−Â = B̂ + ÂB̂ − B̂Â
+

1

2

(
Â2B̂ − 2ÂB̂Â+ B̂Â2

)
+ · · ·

= B̂ + [Â, B̂] +
1

2
[Â, [Â, B̂]] + · · · . (20)

We immediately see that the first few terms of the
Hadamard lemma come from this reorganization of the
terms in the expansion.

For the full proof, we need to use induction. Our goal
is to show that the term with m Â terms, satisfies

m∑

n=0

1

(m− n)!n!
(−1)n

(
Â
)m−n

B̂
(
Â
)n

=
1

m!
[Â, [Â, · · · , [Â, B̂] · · · ]m. (21)

The term on the left hand side comes from collecting all
terms of order Âm from the power series in terms of the
two exponentials and the right hand side is our goal. The
base case, with m = 1, is already established in Eq. (20).
We assume it holds for m − 1, which we rewrite in the
following form, after multiplying both sides by (m− 1)!,

m−1∑

n=0

(m− 1)!

(m− 1− n)!n!
(−1)n

(
Â
)m−1−n

B̂
(
Â
)n

= [Â, [Â, · · · , [Â, B̂] · · · ]m−1. (22)

Take the commutator of both sides with respect to Â to
yield

m−1∑

n=0

(m− 1)!

(m− 1− n)!n!
(−1)n

[
Â,
(
Â
)m−1−n

B̂
(
Â
)n]

= [Â, [Â, · · · , [Â, B̂] · · · ]m. (23)

The left hand side becomes

m−1∑

n=0

(m− 1)!

(m− 1− n)!n!
(−1)n

(
Â
)m−n

B̂
(
Â
)n

(24)

+

m−1∑

n=0

(m− 1)!

(m− 1− n)!n!
(−1)n+1

(
Â
)m−1−n

B̂
(
Â
)n+1

.

Multiply the first term by (m−n)/(m−n) = 1. Using the
fact that 0!=1, we can then extend the first summation
to n = m on the upper limit (which contributes nothing
because the numerator, proportional to m− n vanishes

when n = m). For the second term, we shift n → n− 1
and find

m∑

n=0

(m− 1)!(m− n)

(m− n)!n!
(−1)n

(
Â
)m−n

B̂
(
Â
)n

(25)

+
m∑

n=1

(m− 1)!

(m− n)!(n− 1)!
(−1)n

(
Â
)m−n

B̂
(
Â
)n

.

Now we multiply the second term by n/n = 1 and extend
the lower limit to n = 0 after rewriting the denominator
as n! (which adds zero, since 0! = 1 again). Adding the
two terms together and combining the numerator into
m!, then finally establishes Eq. (21). This completes the
proof of the Hadamard lemma.

The Hadamard lemma can now be employed to establish
additional identities. Any function f(B̂) of an operator

B̂ that can be written as a power series in B̂ satisfies

eÂf(B̂)e−Â = eÂ
∞∑

m=0

fmB̂
me−Â =

∞∑

m=0

fm

(
eÂB̂e−Â

)m

= f(eÂB̂e−Â)

= f

( ∞∑

m=0

1

m!
[Â, [Â, · · · , [Â, B̂] · · · ]m

)
. (26)

This is an exact relation. Choosing f(B̂) = exp(B̂)
then yields an important identity after some simple re-
arranging of terms:

eÂeB̂ = e
∑∞
m=0

1
m! [Â,[Â,··· ,[Â,B̂]··· ]meÂ. (27)

This relation is often called a braiding relation. When
[Â, B̂] is a number and not an operator, then we have the
re-ordering identity

eÂeB̂ = eB̂eÂe[Â,B̂], (28)

which includes a correction term when the exponential
operators are re-ordered.

This last identity is not enough to allow us to carry
out our calculation. We also need an identity that is
“halfway” between the re-ordering identity, which rewrites
the exponential of the sum of the operators in terms
of the two exponential operators and a correction fac-
tor. This identity is an alternate form of the famous
Baker-Campbell-Hausdorff (BCH) identity [6–8] (which
is most aptly called the exponential identity). Unlike
the Hadamard lemma and its application to exponential
re-ordering, the BCH identity does not have any simple
explicit formula for its result in the general case (although
one can write the result in closed form [9, 10]). Fortu-

nately for us, we need it only for the case where [Â, B̂]
is a number, which commutes with all other operators.
In this case, the BCH formula is rather easy to derive
through a differential equation (while it can be derived
completely algebraically, the derivation is rather long and
takes up too much space to present here). The differential
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equation approach is rather straightforward though and
we present it next.

We assume [Â, [Â, B̂]] = [B̂, [Â, B̂]] = 0 in the following.
Then we define the operator function f(λ) by

f(λ) = e−λÂeλ(Â+B̂)e−λB̂ . (29)

Clearly, f(λ=0) = I, and the derivative satisfies

df(λ)

dλ
= e−λÂ(−Â+ Â+ B̂)eλ(Â+B̂)e−λB̂

− e−λÂeλ(Â+B̂)B̂e−λB̂ (30)

because d exp(λÂ)/dλ = Â exp(λÂ) and Â commutes

with exp(λÂ). Using the Hadamard lemma, we find that

eλ(Â+B̂)B̂ =
(
B̂ + λ[Â, B̂]

)
eλ(Â+B̂). (31)

Using this relation transforms Eq. (30) into

df(λ)

dλ
= −λ[Â, B̂]f(λ) (32)

because the commutator commutes with Â and B̂. This
differential equation can be integrated immediately to
yield

f(λ) = f(λ=0)e−
1
2λ

2[Â,B̂]. (33)

Using the fact that f(λ=0) = I and setting λ = 1, fi-
nally yields the Baker-Campbell-Hausdorff result when
the commutator commutes with all other operators as

eÂeB̂ = eÂ+B̂+ 1
2 [Â,B̂] (34)

and

eB̂eÂ = eÂ+B̂− 1
2 [Â,B̂]. (35)

The BCH proof is completely consistent with the braiding
relation in Eq. (28), as can be seen with a little rearranging
of the terms.

We now have all the technical tools needed to determine
the coordinate-space wavefunction ψn(x) = 〈x|n〉. Using
the position eigenstates and the energy eigenstates, we
immediately find that

ψn(x) = 〈x|n〉 =
1√
n!
〈x=0|e i~xp̂

(
â†
)n |n=0〉. (36)

The operators p̂ and â† can be easily identified by their
hats.

The strategy to determine the wavefunction takes a few
steps. First, we replace the momentum operator in the
exponent of the translation operator by its expression in
terms of the ladder operators

p̂ = −i
√
m~ω0

2

(
â− â†

)
. (37)

The wavefunction becomes

ψn(x) =
1√
n!
〈x=0|e

√
mω0
2~ x(â−â†) (â†

)n |n=0〉. (38)

Then we use the BCH relation in Eq. (34) with Â ∝ â†

and B̂ ∝ â to factorize the translation operator into a
factor involving the raising operator on the left and the
lowering operator on the right. This is given by

ψn(x) =
1√
n!
e−

mω0
4~ x2

× 〈x=0|e−
√

mω0
2~ xâ†e

√
mω0
2~ xâ

(
â†
)n |n=0〉.(39)

Third, we take the relation in Eq. (26) and multiply

by exp(Â) on the right to create the general functional
braiding relation and apply it to the matrix element for
the wavefunction with f(B̂) = (â†)n. This yields

ψn(x) =
1√
n!
e−

mω0
4~ x2

(40)

× 〈x=0|e−
√

mω0
2~ xâ†

(
â† +

√
mω0

2~
x

)n
e
√

mω0
2~ xâ|n=0〉.

The rightmost exponential factor gives 1 when it operates
on the state because â|n=0〉 = 0

ψn(x) =
1√
n!
e−

mω0
4~ x2

(41)

× 〈x=0|e−
√

mω0
2~ xâ†

(
â† +

√
mω0

2~
x

)n
|n=0〉.

Next, we introduce a new exponential factor with the
opposite sign of the exponent multiplying the ground-
state wavefunction, because it equals 1 when operating
against the state:

ψn(x) =
1√
n!
e−

mω0
4~ x2

(42)

× 〈x=0|e−
√

mω0
2~ xâ†

(
â† +

√
mω0

2~
x

)n
e−
√

mω0
2~ xâ|n=0〉.

The general functional braiding relation is used again to
bring the rightmost exponential factor to the left through
the â† term raised to the nth power

ψn(x) =
1√
n!
e−

mω0
4~ x2

(43)

× 〈x=0|e−
√

mω0
2~ xâ†e−

√
mω0
2~ xâ

(
â† +

√
2mω0

~
x

)n
|n=0〉.

Now, we use the BCH relation again to combine the
two exponentials into one which increases the Gaussian
exponent by a factor of two

ψn(x) =
1√
n!
e−

mω0
2~ x2

(44)

× 〈x=0|e−
√

mω0
2~ x(â†+â)

(
â† +

√
2mω0

~
x

)n
|n=0〉.
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Finally, we use the fact that the sum of the raising and
lowering operator is proportional to the position operator

x̂ =

√
~

2mω0

(
â+ â†

)
. (45)

We replace the sum of the raising and lowering operator
in the exponent and let it act on the state to the left,
where it gives 1, because the position operator annihilates
the state 〈x=0|. The wavefunction has now become

ψn(x) =
1√
n!
e−

mω0
2~ x2〈x=0|

(
â† +

√
2mω0

~
x

)n
|n=0〉.

(46)
We are almost done now. We have achieved a reduction

of the problem into a Gaussian function multiplied by a
matrix element which is an nth degree polynomial in x.
All that is left is evaluating the polynomial. To do this,
we first introduce a definition of the polynomial, which
we will then show is a so-called Hermite polynomial Hn.
We write the wavefunction as

ψn(x) =
1√
n!2n

Hn

(√
mω0

~
x

)
e−

mω0
2~ x2〈x=0|n=0〉,

(47)
which defines the Hermite polynomial via

Hn

(√
mω0

~
x

)
=

√
2n

〈x=0|n=0〉 (48)

× 〈x=0|
(
â† +

√
2mω0

~
x

)n
|n=0〉.

Note that the number 〈x=0|n=0〉 is the normalization
constant for the ground-state wavefunction; we will dis-
cuss how to determine it below. This definition allows us
to immediately determine the first two polynomials H0

and H1. Choosing n = 0 in Eq. (49) immediately yields
H0 = 1. Choosing n = 1, produces

H1

(√
mω0

~
x

)
= 2

√
mω0

~
x

+

√
2

〈x=0|n=0〉 〈x=0|â†|n=0〉. (49)

The second term vanishes for the following reason: we
first note that â†|n=0〉 = (â† + â)|n=0〉, because the
lowering operator annihilates the ground state. Hence
â†|n=0〉 ∝ x̂|n=0〉. But 〈x=0|x̂ = 0, so this state vanishes
when it acts against the position eigenstate.

For the remainder of the Hermite polynomials, we work
out a two-term recurrence relation. We focus on the
nontrivial matrix element, and factorize the terms as
follows:

〈x=0|
(
â† +

√
2mω0

~
x

)(
â† +

√
2mω0

~
x

)n−1
|n=0〉.

(50)

The constant term in the first factor can be removed from
the matrix element and it multiplies the matrix element
with n−1 operator factors (which is proportional toHn−1).
For the remaining term proportional to â†, we replace the
operator by â† → â† + â− â. The term proportional to
â† + â is proportional to x̂, and so it annihilates when
it operates on the left against the 〈x=0| state. The
remaining â operator can be replaced by the commutator
of the n − 1 power of the â† term, because â|n=0〉 = 0.
The remaining commutator is straightforward to evaluate
via

â,

(
â† +

√
2mω0

~
x

)n−1
 = (n−1)

(
â† +

√
2mω0

~
x

)n−2
.

(51)
We can assemble all of these results to find the recurrence
relation for the Hermite polynomials, which becomes

Hn

(√
mω0

~
x

)
= 2

√
mω0

~
xHn−1

(√
mω0

~
x

)

− 2(n− 1)Hn−2

(√
mω0

~
x

)
. (52)

This recurrence relation, which is of the form Hn(z) =
2zHn−1(z)− 2(n− 1)Hn−2(z), is the standard Hermite
polynomial recurrence relation when H0(z) = 1 and
H1(z) = 2z, as we have here.

We have now established that the simple-harmonic-
oscillator wavefunction satisfies

ψn(x) =
1√
n!2n

Hn

(√
mω0

~
x

)
e−

mω0
2~ x2〈x=0|n=0〉.

(53)
The last task in front of us is to find the normalization
factor. This is computed for the ground state via

|〈x=0|n=0〉|2
∫ ∞

−∞
dxe−

mω0
~ x2

= 1 (54)

or

〈x=0|n=0〉 =
(mω0

π~

) 1
4

. (55)

This has finally produced the wavefunction for the simple
harmonic oscillator using algebraic methods. Note that
calculus is only needed for the last normalization step
since the BCH formula can also be derived algebraically
(not shown here).

In Table I, we list the first six Hermite polynomials
as a function of the argument z. In Fig. 1, we plot
the wavefunctions (left) and the probability distributions
(right) for the lowest few eigenfunctions of the simple
harmonic oscillator. The different curves are centered on
their energies. These wavefunctions behave as we expect
them to. The number of nodes starts from zero in the
ground state and increases by one with each higher energy
level. The wavefunctions oscillate in the allowed region,
and exponentially decay in the forbidden region. The
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n Hn(z)

0 1

1 2z

2 4z2 − 2

3 8z3 − 12z

4 16z4 − 48z2 + 12

5 32z5 − 160z3 + 120z

Table I. First six Hermite polynomials.

ground state is an even function of x and the higher-energy
states alternate from being odd and even as the energy
is increased. Finally, the wavefunctions for higher-energy
states have their probability largest near the turning
points as expected as well.

IV. MOMENTUM-SPACE WAVEFUNCTIONS

In this short section, we will sketch how one can use
similar methods to compute the wavefunctions in momen-
tum space. To start, the momentum “boost” operator
is given by exp(ipx̂/~) and the momentum eigenstates
satisfy

|p〉 = e
i
~px̂|p=0〉. (56)

The wavefunction satisfies φn(p) = (i)n〈p|n〉; we added
an additional global phase to ensure we reproduce the
standard results—you will see why this is important be-
low. The wavefunction can be expressed in terms of the
operators as

φn(p) =
(i)n√
n!
〈p=0|e− i

~px̂
(
â†
)n |n=0〉. (57)

The remainder of the calculations proceeds as before for
the coordinate-space wavefunction. We start by replac-
ing the x̂ operator by the sum of raising and lowering
operators; in this case, the coefficients of the raising and
lowering operators are now purely imaginary. Then we use
BCH to factorize the exponential into a raising operator
on the left and lowering operator on the right. Then we
use the braiding identity to move the exponential through
the (â†)n terms and let it operate on the ground state,
where it produces 1. The shift term added to the raising
operator is now purely imaginary. Next, we introduce a
factor of 1 at the ground state, which is the same expo-
nential operator of the lowering operator, but with the
sign of the exponent changed. Then we use the braiding
identity to bring it back to the left, BCH to place the
operators in one exponential, and evaluate the momentum
operator on the momentum eigenstate. At this stage, the
wavefunction has become

φn(p) =
(i)n√
n!
e−

p2

2~ω0m 〈p=0|
(
â† − i

√
2p√

~ω0m

)n
|n=0〉.

(58)

Note the additional factors of i and the replacement of√
mω0/~x by p/

√
~ω0m. The Hermite polynomial now

needs to be defined via

Hn

(
p√

~ω0m

)
=

√
2nin

〈p=0|n=0〉

× 〈p=0|
(
â† − i

√
2p√

~ω0m

)n
|n=0〉.(59)

Starting with H0 = 1 and H1 = 2p/
√
~ω0m, we find the

same Hermite polynomials as in table I, but now with
z = p/

√
~ω0m. The rest of the calculation is similar

to the coordinate space calculation. The normalization
factor is found by a simple integral. One can see that this
procedure will lead to the momentum-space wavefunction,
which finally satisfies

φn(p) =
1

(π~ω0m)
1
4

1√
n!2n

Hn

(
p√

~ω0m

)
e−

p2

2~ω0m .

(60)
Aside from some different constants, the coordinate-space
and momentum-space wavefunctions have identical func-
tional forms. This is expected from the outset, because
the Hamiltonian is quadratic in both momentum and
position. Hence, each wavefunction must be isomorphic.

V. CONCLUSIONS

We end this paper with a short discussion of where one
can go further with this approach, First, any problem that
can be solved analytically with differential equations can
also be solved algebraically with operators. The approach
is commonly called the Schrödinger factorization method,
and was introduced by Schrödinger in the early 1940s [11,
12]. Most textbooks that present this methodology use
it to compute the energy eigenvalues, but often employ
the more standard approach of expressing the raising and
lowering operators in terms of differential operators to
create first-order differential equations to compute the
wavefunctions (this strategy was discussed for the simple
harmonic oscillator in the 8.04-06 series and appears in
almost all textbooks). But, as you can see, the approach
presented here, which employs the translation (or “boost”)
operators, is a novel technique to find the wavefunctions.
The number of other problems this can be applied to
is large (including at least the Ploschl-Teller potential,
the Morse potential, and the radial problems for the
spherical box, the harmonic oscillator and the Coulomb
problem in three dimensions). The three-dimensional
radial problems are a bit more complex, because the
translation operator uses the radial momentum operator.
A careful computation finds that the radial translation
operator has extra terms in it that cause it to vanish as
r → 0, because one cannot translate the radial coordinate
to go less than 0. Nevertheless, one can find wavefunctions
in this algebraic fashion there as well. The development
of these methods will be completed elsewhere.
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Figure 1. In the panel on the left, we plot the wavefunctions, while in the panel on the right, we plot the probability distributions
for the simple harmonic oscillator. The results are each centered on their respective energy levels.

As far as I am aware, this approach to solving the
Schrödinger equation and finding the wavefunction is a
new approach. It does not appear to be in any textbook
I have seen (if you have seen it somewhere, please let me
know). Interestingly, many textbooks use the translation
operator to compute the overlap between position and
momentum eigenstates 〈x|p〉, but the extension to use sim-
ilar methods to compute wavefunctions for bound-state
problems seems to not have been developed elsewhere.

We also find it compelling that one can determine en-
ergy eigenvalues and energy eigenstates for many problems
using just high school level algebra. This dispels the oft
heard myth that one needs to know calculus, differen-

tial equations, and special functions to solve bound-state
problems. One doesn’t!

Stay tuned for more details in the future as these ideas
get incorporated into a book that provides a radically
different pedagogy for teaching quantum mechanics. It
will be called Quantum Mechanics without Calculus [13].
While it cannot teach everything (most notable is the
omission of scattering, perturbation theory and semiclas-
sics), it does cover many topics at a much higher level than
in conventional textbooks and eventually brings readers
who master the material close to the point where they
can contribute to current research problems.
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Algorithm is proposed to convert arbitrary unitary matrix to a sequence of X gates and fully
controlled Ry, Rz and R1 gates. This algorithm is used to generate Q# implementation for arbitrary
unitary matrix. Some optimizations are considered and complexity of result is analyzed.

I. INTRODUCTION

In this paper I will solve a problem of implementing a
unitary matrix with a sequence of quantum gates which
can be expressed using standard library of Q# language.

Q# is a domain-specific programming language used for
expressing quantum algorithms, developed by Microsoft
[1]. Its standard library currently doesn’t support explic-
itly specifying unitary operation by a matrix. Instead,
programmer has to express it as a sequence of built-in
quantum gates. However, while designing some quantum
algorithms it may be necessary to implement a unitary
operation which is given by a matrix and decomposition
of this matrix into standard gates is not obvious (for
example, [2, problem B2]).

In this paper I will describe algorithm which can be
used to generate Q# code using only fully-controlled Rx,
Ry and R1 gates and single-qubit X gates. Length of this
code (in terms of number of commands) will be O(4n),
where n is number of qubits.

I will start by giving some basic definitions. Then I will
describe proposed algorithm (which is based on [3, 4]).
Then I will analyze complexity of this algorithm. I will
conclude with discussion of several related topics.

II. DEFINITIONS

Qubits. Qubit is a quantum system which can be in
superposition of two basis states |0〉 and |1〉.

Register of n qubits is a quantum system which consists
of n qubits and its state space is tensor product of state
spaces of those qubits. Register’s state space is span of
2n basis states, each of which is tensor product of qubits’
basis states (although not any register’s state is a tensor
product of qubits’ states).

We denote states in qubit register of n qubits by binary
string consisting of n bits. The leftmost bit in string
corresponds to qubit 0, rightmost bit corresponds to qubit
n− 1. Also we denote state by an integer i ∈ 0, . . . 2n− 1,
represented by that binary string in little-endian style (i.e.
leftmost bit is least significant). For example, if n = 5
then register has 32 basis states, and state 25 is

|25〉 = |10011〉 = |1〉 ⊗ |0〉 ⊗ |0〉 ⊗ |1〉 ⊗ |1〉 . (1)

If i is index of state, i[j] is j-th bit of this index (i.e.
j-th character in binary string representing i).

All notation is 0-indexed.
Quantum gate acting on one qubit is a unitary operator

acting on state space of this qubit. Similarly, quantum
gate acting on register of several qubits is a unitary op-
erator acting on space which is tensor product of state
spaces of those qubits.

Matrices. Complex-valued matrix A ∈ Cn×n is called
unitary if U† = U−1. U(n) is set of all unitary matrices
of size n× n.

Matrix is called special unitary, if it is unitary and has
determinant 1. SU(n) is set of all special unitary matrices
of size n× n.

Two-level unitary matrix is a unitary matrix obtained
from identity matrix by changing a 2× 2 principal sub-
matrix.

Any quantum gate on register of n qubits, being an
unitary operator, can be completely defined by unitary
matrix 2n × 2n. Indexing of matrix elements follows the
same pattern as indexing of register states, i.e. Uij =
〈i|U |j〉, where i, j ∈ [0, 2n − 1].

Controlled gates. Let’s consider a gate U acting on
register t. Let’s add a new qubit c to this register and
define new gate CU as follows. If c is in state |1〉, this gate
applies U on t, but if c is in state |0〉, this gate doesn’t
change the register’s state:

{
CU(|a〉 ⊗ |0〉) = |a〉 ⊗ |0〉 ,
CU(|a〉 ⊗ |1〉) = (U |a〉)⊗ |1〉 . (2)

Such gate is called controlled, qubits in t are called
target qubits, and qubit c is called control qubit.

Example of a controlled gate is CNOT (controlled-X)
gate:

CNOT =

(
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

)
. (3)

Similarly, let’s define controlled gate with mul-
tiple control qubits. Gate CU acting on regis-
ter t0, . . . , tT−1, c0, . . . , cC−1 is controlled by qubits
c0, . . . , cC−1, if

CU(|a〉 ⊗ |b〉) =

{
(U |a〉)⊗ |b〉 if |b〉 = |1 . . . 1〉 ,
|a〉 ⊗ |b〉 otherwise,

(4)

where |a〉 - basis state of target qubits t0, . . . tT−1, |b〉 -
basis state of control qubits c0, . . . cC−1, U ∈ U(2T ). In
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other words, it applies U on target bits only if all control
qubits are set to |1〉 .

Matrix of a controlled gate has special form. It’s an
identity matrix 2C+T×2C+T , where lower right submatrix
2T ×2T is replaced by U . If T = 1, this matrix is two-level
unitary.

We will denote I — unitary matrix; X = ( 0 1
1 0 ) — Pauli

X matrix, also known as X gate or NOT gate.
Expression a⊕ b means bitwise addition modulo 2 (also

known as XOR), e.g. 25⊕ 13 = 20.

III. ALGORITHM

A. Two-level decomposition

First step is to decompose our unitary matrix A ∈
U(d) into product of two-level unitary matrices (d = 2n).
Following algorithm is based on algorithm in [4].

Let’s make elements in first column equal to zeroes
by multiplying matrix (from the right) by two-level uni-
tary matrices. Assume that at current step elements
A0,i+1 . . . A0,d−1 are already zeroes and we want to make
element A0,i zero as well, without affecting already elimi-
nated elements. This can be written as:

( ... a b 0 ... 0
... ... ... ... ... ... ) U = ( ... c 0 0 ... 0

... ... ... ... ... ... ). (5)

Suppose a 6= 0, b 6= 0.
Matrix U can be chosen to be two-level unitary matrix

acting on elements (i, i+ 1) with non-trivial unitary 2× 2
submatrix U ′, where

(a b) U ′ = (c 0). (6)

Let’s show that we can always find such special unitary
matrix U ′ which satisfies condition (6), and makes c real
positive number.

Any special unitary matrix U ′ can be written in form
[3, §4.6]:

U ′ =


 cos θeiλ sin θeiµ

− sin θeiµ cos θe−iλ


 , (7)

where θ, λ, µ ∈ R.
Substituting (7) in (6), we get:

{
a cos θeiλ − b sin θeiµ = c,

a sin θeiµ + b cos θe−iλ = 0.
(8)

From second equation we get:

tan θ = − b
a

exp (−i(λ+ µ)) . (9)

Let’s demand that tan θ is real and positive. Then:

θ = arctan

(∣∣∣∣
b

a

∣∣∣∣
)
, (10)

arg

(
− b
a
exp(−i(λ+ µ))

)
= π+arg(b)−arg(a)−λ−µ = 0

(11)
From (11) we can express µ:

µ = π + arg(b)− arg(a)− λ. (12)

Let’s find λ. For this, let’s express c from first equation
in (8), using (9):

c = cos θ(aeiλ − b tan θe−iµ) = cos θ

(
aeiλ +

b2e−2iµ

ae−iµ

)

(13)
Let λ = − arg a. Then aeiλ = |a|ei arg ae−i arg a = |a|.

From (12) we get µ = π + arg b, therefore be−iµ =
|b|ei arg be−iπe−i arg b = −|b|, so

c = cos θ ·
(
|a|+ |b|

2

|a|

)
. (14)

We have c real and positive, exactly what we wanted,
so matrix U ′ is given by formula (7) with

θ = arctan

(∣∣∣∣
b

a

∣∣∣∣
)

; λ = − arg(a); µ = π + arg(b). (15)

If b = 0, we can just skip this step, formally putting
U ′ = I. If a = 0, we can just replace columns by taking
U ′ = X = ( 0 1

1 0 ) and proceed.
After we finished eliminating first row, all elements in it

except first will be zeroes and matrix still will be unitary.
First element then must have magnitude 1 (because norm
of row in unitary matrix must be 1). As our construction
always makes c real and positive, it must have value 1.
All other elements in first column must be zeroes, because
norm of first column must be 1. So, we get (d− 1)-level
matrix, and we can apply the same algorithm to remaining
(d− 1)× (d− 1) submatrix and repeat it until only 2× 2
non-trivial submatrix is left in A, which will make A
2-level unitary matrix.

For example, for matrix 4 × 4 this process looks like
this:




∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗



→




1 0 0 0

0 ∗ ∗ ∗
0 ∗ ∗ ∗
0 ∗ ∗ ∗



→




1 0 0 0

0 1 0 0

0 0 ∗ ∗
0 0 ∗ ∗




(16)
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Let’s denote U1, U2, . . .UD — all matrices which we
applied during this algorithm and Uf - final two-level
matrix we got. Then the whole process can be written as

A · U1 · U2 . . . UD = Uf , (17)

from which follows

A = Uf · U†D · U†D−1 . . . U†1 . (18)

Equation (18) gives desired decomposition of A into

2-level unitary matrices. This decomposition has d(d−1)
2

matrices. Indeed, each matrix in decomposition (includ-
ing Uf ) corresponds to one eliminated element in upper

triangular part of matrix A, and there are d(d−1)
2 such

elements.
All matrices in decomposition are special unitary, with

two exceptions. First, if we were swapping columns due to
a being zero, we will have two-level X matrices. Second,
if det(A) 6= 1, matrix Uf will not be special unitary.

B. Gray codes

Now all two-level matrices in decomposition act on pair
of states (i, i+ 1). For our purposes we want them to act
on pairs of states differing only in one bit, i.e. (i, i⊕ 2k).

Luckily, for any positive integer n exists such permuta-
tion of numbers 0, 1, . . . , 2n− 1, that any two neighboring
numbers in it differ only in one bit. Such permutation
is called binary-reflected Gray code [5], and is given by
formula

πi = i⊕ bi/2c , (19)

where i = 0, 1, . . . , 2n − 1.
For example, Gray code for n = 3 is (0, 1, 3, 2, 6, 7, 5, 4).
Let’s consider matrix P ∈ U(2n), such that Pij = δi,πj .

This is permutation matrix, i.e. its action on a vector
is permuting elements of that vector with permutation
π. Then expression P †A′P simultaneously permutes rows
and columns of matrix A′ with permutation π. If A′

was a two-level matrix acting on states (i, i + 1), then
A = P †A′P will be two-level matrix acting on states
(πi, πi+1) — exactly what we need.

So, we need to apply two-level decomposition algorithm
to matrix A′ = PAP † and get decomposition A′ =

∏
iA
′
i.

Then A = P †A′P =
∏
i(P
†A′iP ). So, we have decomposi-

tion of A into two-level unitary matrices acting on states
differing in one bit.

Similar technique is used in [6].

C. Fully controlled gates

Let’s call gate a fully controlled (FC) gate acting on
qubit i if this gate acts on qubit i and is controlled by all

other qubits in the register. This gate will act on certain
basis state only if all bits in index of this state (except
maybe i-th) are set to one. For example, if n = 5, FC
gate U acting on bit 1 applies matrix U to states |10111〉
and |11111〉.

By convention, FC gate acting on single qubit is just
simple one-qubit gate without control qubits.

FC gate applies a two-level unitary matrix. But also
any two-level unitary matrix (acting on states differing in
one bit) can be implemented with a fully controlled gate
and possibly some single-qubit X gates. Let’s show how.

Let U be two-level unitary acting matrix on states
(i, i ⊕ 2r). Let J0 — set of all indices j, such that j-th
bit of i is zero, J1 — set of all indices j, such that j-th
bit of i is one (both sets don’t include r). Then we need
to apply this two-level unitary only to pair of such states,
whose indices have zeroes on positions J0, and ones on
positions J1. If J0 = ∅, this is simply fully-controlled gate
on qubit r.

But if there is some j ∈ J0, then we have to just apply
X on j-th qubit, then apply U and then apply X on j-th
qubit again.

This will work because X acting on j-th qubit swaps
state i with state i⊕ 2j , so if U does something only with
states i where i[j] = 1, then XUX does the same thing
with states i where i[j] = 0.

So, to implement two-level unitary matrix we have to
apply X gate to all qubits from J0, then apply fully-
controlled gate on qubit r and then again apply X gate
to all qubits from J0.

Let’s consider an example. Let n = 5 and we want
to apply two-level unitary matrix with non-trivial 2× 2
submatrix U acting on states |10100〉 and |10110〉. Then
r = 3, J0 = {1, 4} and J1 = {0, 2}. So, we need to build
the following circuit:

•
•
•
U
•

D. Implementing a single gate

At this point we have sequence of X gates and FC gates
acting on single qubit, but each such gate is represented
by arbitrary U ∈ U(2). We have to decompose U into
product of matrices, which can be implemented by gates.
In this paper I will consider how to decompose them into
R1, Ry and Rz gates, which are defined as:

R1(α) =


1 0

0 eiα


 , (20)
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Ry(α) = exp

(
iασy

2

)
=


 cos(α/2) sin(α/2)

− sin(α/2) cos(α/2)


 ,

(21)

Rz(α) = exp

(
iασz

2

)
=


e

iα/2 0

0 e−iα/2


 . (22)

First step is to make U special unitary matrix, if it’s
not such matrix already. Let φ = arg detU (recall that
|detU | = 1). Then det(R1(−φ) · U) = e−iφeiφ = 1. So,
takes place decomposition U = R1(φ)U ′, where

U ′ = R1(−φ)U (23)

and U ′ is special unitary.
Now all is left is to decompose special unitary matrix

U ′ into gates. As U ′ is special unitary, it can be written
in form [3, §4.6]:

U ′ =


 cos θeiλ sin θeiµ

− sin θeiµ cos θe−iλ


 , (24)

where

θ = arccos(|U ′00|), λ = arg(U ′00), µ = arg(U ′01). (25)

It can be directly checked that then

U ′ = Rz(λ+ µ)Ry(2θ)Rz(λ− µ). (26)

So, action of single-qubit gate U can be implemented
using four gates:

U = R1(φ)Rz(λ+ µ)Ry(2θ)Rz(λ− µ), (27)

where φ = arg detU and other parameters are given by
(25).

E. Optimizations

Combining all previous steps, we can build sequence of
single-qubit X gates and FC gates R1, Ry and Rz which
implements given unitary matrix.

Each of O(4n) FC gates is surrounded by O(n) X-gates.
It can happen that there are two X gates (after one FC
gate and before next FC gate), which act on the same
qubit. As X2 = I, they both can be removed.

This will eliminate significant amount ofX gates. When
neighboring two-level matrices correspond to eliminating
elements of the same row, they act on states (i1, i2) and
(i2, i3), so mask J0 for them can differ at most in two

bits, so there will be not more than two X gates between
almost all FC gates after optimization. There is only
O(2n) pairs of gates where this doesn’t work and we can
have up to n X gates (this happens when we proceed to
next row in matrix). Overall, this guarantees that after
optimization there will be O(n ·2n+4n) = O(4n) X gates,
or O(1) X gates per one two-level matrix.

Another easy optimization to make is to re-
move all gates which are identity matrices, namely
R1(2πk), Ry(4πk), Rz(4πk) for k ∈ Z.

One more optimization is when we convert matrix to
gates and matrix X occurs, don’t apply usual procedure
for not-special unitary matrix (which will result in de-
composition X = Ry(−π)R1(π)), but just use FC gate X
instead. If we do that, we can guarantee that final circuit
will contain at most one R1 gate, and even this gate will
be needed only if initial matrix was not special unitary.

F. Implementation

I implemented a Python program which uses described
algorithm to transform arbitrary uniform matrix U ∈
U(2n) into a Q# operation, which implements action of
this matrix on array of n qubits. This program is available
on GitHub [7].

This program performs all steps described above and
then maps gates to standard Q# commands, namely
X, Controlled X, Controlled Ry, Controlled Rz,
Controlled R1.

IV. COMPLEXITY

One interesting question to consider is how many op-
erations does it generally require to implement unitary
matrix acting on n qubits.

Decomposition into two-level unitary matrices consisted

of 2n(2n−1)
2 = O(4n) matrices. Each two-level matrix was

mapped to 3 or 4 fully-controlled gates and O(n) X gates,
but after optimization we expect to have O(1) X gates
per two-level unitary matrix. Thus we expect number of
needed commands to be O(4n).

Let’s check it experimentally. I generated random
matrices U ∈ U(2n) for n = 1 . . . 9, decomposed
them using described algorithm, and calculated how
many gates of each type appears in the decomposition
(#(X),#(Ry),#(Rz),#(R1)). Also I calculated total
number of gates G(n) and number of gates per matrix
element, which is number of gates divided by 4n. Results
are shown in table I.

As we can see from the data, indeed G(n) ∼ 2.00 · 4n =
O(4n).

Let’s denote Gmin(n) — minimal number of gates
(X, FC-Ry(α), FC-Rz(α), FC-R1(α)), needed to imple-
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Table I. Number of gates in decomposition of random matrices

n #(X) #(Ry) #(Rz) #(R1) G(n) G(n)/4n

1 0 1 2 1 4 1.00

2 2 6 12 1 21 1.31

3 28 28 56 1 113 1.77

4 130 120 240 1 491 1.92

5 532 496 992 1 2021 1.97

6 2118 2016 4032 1 8167 1.99

7 8392 8128 16256 1 32777 2.00

8 33290 32640 65280 1 131211 2.00

9 132364 130816 261632 1 524813 2.00

ment arbitrary 2n × 2n unitary matrix. We showed that
Gmin(n) = O(4n).

Unitary matrix 2n × 2n can be parametrized by 4n

independent real numbers [8, §IV.4]. So, to implement
arbitrary matrix using gates parametrized by a real num-
ber, we will need at least 4n such gates. So, we will have
to use at least 4n FC R1, Ry and Rz gates, which gives
us lower bound Gmin(n) = Ω(4n). Therefore, proposed
algorithm gives asymptotically optimal result.

However, in some special cases matrix can be repre-
sented by much fewer number of gates, for example, if
it was built as product of a few single-qubit gates and
CNOT gates. Generally, proposed algorithm will not rec-
ognize special structure of the matrix and will still return
Ω(4n) gates.

V. DISCUSSION

A. Further decomposition

In this paper we consider fully controlled Ry, Rz and
R1 gates as primitives, because they are supported by Q#
language. However, two-level matrix can be decomposed
into sequence of simpler gates, namely Ry, Rz and R1

gates acting on single qubit and CNOT (controlled-X)
gate (acting on two qubits), and decomposition of a single
two-level matrix will contain Θ(n2) such gates. How to
do that is shown in [3, §4.6].

B. Universality

Set of gates is universal if any quantum gate acting on
any number of qubits can be implemented by combining
gates from this set.

Universality is important property for quantum com-
puters: if we have set of universal gates, we only need
to be able to implement them on a particular quantum
computer to be able to implement any irreversible com-
putation on it. Possibility of implementing universal set
of gates is one of DiVincenzo criteria [3, §11], meaning it
is necessary requirement for any physical system to be a
viable quantum computer.

This paper can be seen as a constructive proof that
set of single-qubit X gate and fully-controlled gates
Rx(α), Ry(α), R1(α) with any number of control bits (in-
cluding 0) and with any parameters is an universal set of
gates.

However, this set can be reduced to just set of CNOT
gate and single-qubit gates Ry(α), Rz(α), R1(α) [3, §4.6].
Moreover, this set can be reduced to just one 2-qubit gate
[9].
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Dirac equation, spin and fine structure Hamiltonian
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The Dirac equation is the starting point for relativistic quantum mechanics which evolved into the
modern Quantum Field Theory. The purpose of this paper is to introduce it from a historical point
of view and focus on two conspicuous applications. The first one is the explanation of the spin of the
electron on a theoretical basis. The second is the derivation of the fine structure Hamiltonian that
gives the relativistic corrections on the hydrogen atom.

I. HISTORICAL INTRODUCTION

Along the following sections we are going to give quite
a number of historical references and comments but we
want to devote this one entirely to the groundbreaking
paper [1] in which Dirac introduced his new equation.
After 80 years, it is noticeable how close this paper is to the
modern reader. Definitively it is not only a fundamental
contribution, it is also a very advisable reading.

The paper [1] has six sections and a general introduc-
tion that we label as 0. We describe here the contents
with some comments avoiding deliberately formulas and
technical points.

§0. Dirac notices firstly the discrepancy between the ex-
periments and the quantum theory predictions for atoms.
After mentioning the contribution of Pauli and Darwin
to solve this problem, he indirectly suggests that they are
artificial theories (with the funny sentence “The question
remains as to why Nature should have chosen this par-
ticular model for the electron”). Finally he announces
in an impersonal way a Hamiltonian in agreement with
relativity and the experiments.

§1. Previous Relativity Treatments. This is a kind of
technical continuation of the introduction. The Klein-
Gordon equation (named here as Gordon-Klein) is consid-
ered as a tentative relativistic Schrödinger equation with
two difficulties: Its limitation to define probabilities of
dynamical variables and the existence of negative energies.
The last paragraph contains an assertion between modest
and prophetic: “we shall be concerned only with the re-
moval of the first of these two difficulties. The resulting
theory is therefore still only an approximation”.

§2. The Hamiltonian for No Field. The content of this
fundamental section is a derivation of the Dirac equation
as a factorization of the Klein-Gordon equation in a way
that could be found in any modern book except for slight
changes in the notation. Something that sounds strange
from the modern point of view is that Dirac seems to be
prone to consider the needed extra dimensions (and even
the matrices) as reflecting new “variables”.

§3. Proof of Invariance under a Lorentz Transformation.
Although the equation has been derived starting from
a relativistic expression, it is not clear what Lorentz
covariance means for it. The point to have in mind (that
still puzzles students) is that the four coordinates of Ψ
(the spinor wave function) are not the four coordinates

of Minkowski space-time. In this section one can follow
the steps of the proof but the underlying idea remains a
little obscure. Paying a high price, the modern language
of representations makes this point clearer [2, 4.2].

§4. The Hamiltonian for an Arbitrary Field. The
equation for an electron in an electromagnetic field is
displayed at the beginning and the rest of the section
contains manipulations with σ that nowadays could be
consider prolix.

§5. The Angular Momentum Integrals for Motion in a
Central Field. This is an impressive and important part
of the paper. In one sentence, the spin of the electron is
deduced. Namely, it is proved is that L+ ~

2σ is a constant
of motion under Dirac equation in a central field (and
L is not). This is an honest theoretical physics answer
for the philosophical question about the Nature in the
introduction.

§6. The Energy Levels for Motion in a Central Field.
The motivation here is to deduce that the correction
for the hydrogen atom matches the theory of Pauli and
Darwin. Dirac is sketchy in this section and some inter-
esting implications appear in the second part of the paper
[3]. Shortly after, Darwin published his study of the fine
structure of the hydrogen atom [4].

Along this work we will tackle topics related to the
sections in the paper by Dirac with the only important
omission of the Lorentz covariance, which is more tech-
nical in nature. In connection with the last section, we
derive the fine structure Hamiltonian which is one of the
aftermaths of it.

II. SEVERAL FORMULATIONS

Let us start with some motivation following Dirac’s
steps. The idea to create a relativistic Schrödinger equa-
tion is to quantize the relation E2 = p2c2 +m2c4 promot-
ing E and p to be the corresponding operators. In this
way it comes out the Klein-Gordon equation for the free
particle (by a slip of the pen there is a wrong sign in [1])

− ~2∂2t Ψ = −~2c2∇2Ψ +m2c4Ψ. (1)

This is a second order equation in time. It means that
the wave function at a fixed time does not determine its
evolution in later times. A deeper problem is that it lead
to negative probabilities (see e.g. [5, §1.2]).
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The Dirac equation is usually introduced, following the
original [1, §5], as a “factorization” of Eq. (1). Let us
examine a toy analogy. Consider the classical harmonic
oscillator ruled by ẍ + ω2x = 0 and say that for some
reason one wants to turn it into a first order linear equa-
tion αẋ + βx = 0. The first reaction is to claim that
this is blatantly impossible because we need the freedom
to impose two initial conditions, one for position and
another for velocity. The key point is that the dimension
of the solution vector space can be increased keeping the
order promoting x to be a vector and consequently the
coefficients to matrices. In our example ẍ + ω2x = 0 is
equivalent to the vector equation

αẊ + βX = O with α = 12×2, β =

(
0 −1
ω2 0

)
. (2)

The matrix equation forces X = (x, ẋ)t with x a solution
of the scalar equation. This is the cheap and well-known
mathematical trick of hiding higher order derivatives in
coordinates. A calculation shows (α d

dt − β)(α d
dt + β) =

d2

dt2 + ω2 (Cayley-Hamilton theorem is working here) and
we can say that we have factorized the original equation.

In the same way, we could write Eq. (1) as

(
− i~∂t+cα ·p+βmc2

)(
i~∂t+cα ·p+βmc2

)
Ψ = 0 (3)

if we impose for i, j ∈ {1, 2, 3}, i 6= j,

α2
j = β2 = 1, αiαj + αjαi = 0 and αjβ + βαj = 0.

(4)
Of course this cannot fulfilled with numbers, we need
to move to the noncommutative realm of matrices. The
first two relations for αj are part of those for the Pauli
matrices but the third spoils any choice of a 2× 2 matrix
β with β2 = 1. Taking β = 1 would work flipping the
middle + sign into −. In fact it can be proved [6, XX.7]
that the smallest dimension to have a solution of Eq. (4)
with Hermitian matrices is 4. Roughly speaking, flipping
signs requires to increase the square roots of 1 doubling
the dimension. A possible choice fulfilling Eq. (4) is

αj =

(
O σj
σj O

)
and β =

(
I O
O −I

)
, (5)

written in blocks of 2 × 2 matrices. It is not the only
choice but it can be proved that all possible choices are
equivalent except for a change of basis [6, XX.III.10].

After the previous factorization, we infer the Dirac
equation in its Hamiltonian form

i~∂tΨ = HΨ with H = cα · p+ βmc2. (6)

This is an evolution equation and then time plays a
distinguished role (by the way, the conservation of the
probability

∫
Ψ†Ψ follows easily from it). With an eye to

deal with Lorentz covariance, it is convenient to define

γj = βαj and γ0 = β. (7)

With this notation the Dirac equation becomes
(
i~γµ∂µ −mc

)
Ψ = 0 (8)

where, as usual in relativity, it is assumed µ ∈ {0, 1, 2, 3, 4}
and the summation convention. This is called the covari-
ant form of the Dirac equation. In QFT (Quantum Field
Theory) very often γµ∂µ is abbreviated as /∂ and the
equation acquires the minimalist form in natural units
(i/∂−m)Ψ = 0. The explicit form of the γµ corresponding
to the choice Eq. (5) is the so-called Dirac representation

γ0 =

(
I O
O −I

)
, γj =

(
0 σj
−σj 0

)
. (9)

In some contexts it is convenient to define γ0 differently,
namely

γ0 =

(
O I
I O

)
, γj =

(
0 σj
−σj 0

)
. (10)

This is called the Weyl representation. It corresponds to a
different choice of α and β i.e., to switch the two couples
of columns and to change the sign of the last couple of
rows in Eq. (5).

The relations Eq. (4) translate into the suggestive com-
pact formula

γµγν + γνγµ = 2ηµν14×4 (11)

where ηµν are the components of the Minkowski tensor.
It turns out that under Lorentz transformations γ =
(γ0, γ1, γ2, γ3) transforms as a vector and the Lorentz
covariance of the Dirac equation means that there is a
corresponding representation of the Lorentz group acting
on Ψ.

Shortly we will examine some of the noteworthy achieve-
ments of the Dirac equation. Before going on, when one
sees these 4 × 4 matrices a natural question shows up
pointing an inconvenience. The physical meaning of the
extra dimensions is unclear. The wave function was orig-
inally, as the name suggests, a function representing a
wave, afterward it became a vector (a 2-spinor to be pre-
cise) to encode the two possibilities for the spin of the
electron but we now have two more coordinates. The full
answer is not easy and it is related to Dirac’s self-criticism
in [1, §1]. The equation contains information about two
particles, the electron and the positron and they cannot
be separated because they are excitations of the same
quantum field [7, 37.4]. Then Ψ actually represents a field
and the Dirac equation is a starting point of quantum
field theory.

Nevertheless there is a symmetry between both parti-
cles, better expressed with Eq. (10), that implies that the
new two extra components do not add degrees of free-
dom. Namely, when Eq. (10) is substituted in the Dirac
equation mcΨ = i~γµ∂µΨ we conclude that the first two
components are determined by the two last components
and vice-versa. As said in [2, §4.3], the four components
are only necessary “to make room for the Dirac matrices”
fulfilling Eq. (4). It motivates that in the applications we
discuss, at some point we select one half of the 4-spinor Ψ.
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III. THE SPIN OF THE ELECTRON

The spin and particularly the spin of the electron baf-
fled the pioneers of quantum physics who saw that atomic
spectroscopy in some aspects confirmed the theory and
in some other did not. It is enlightening the last sentence
in the seminal paper by Schrödinger [8] in which after
noticing some contradictions with the experiments, he
claims “The deficiency must be intimately connected with
Uhlenbeck-Goudsmit’s theory of the spinning electron.
But in what way the electron spin has to be taken into ac-
count in the present theory is yet unknown”. We address
the reader to [9] to read from a master how the concept
of spin evolved and how influential was.

A major advance was provided by Pauli (and also Dar-
win contributed) who according with the abstract of his fa-
mous paper [10] arrived at “a formulation of the quantum
mechanics of the magnetic electron by the Schrödinger
method of eigenfunctions”. Pauli matrices appear there
by the first time.

There is something slightly discomforting in the equa-
tion introduced by Pauli, in fact he was not satisfied with
it. In some way, it is not fundamental, it is created hav-
ing in mind that it has to reflect the expected magnetic
moment. In this section we are going to see that the equa-
tion that Pauli got is a kind of nonrelativistic limit of the
Dirac equation (created from first quantum relativistic
principles) and the spin of the electron is embodied in the
equation. Dirac considered it “an unexpected bonus”.

To couple Eq. (6) to an electromagnetic field, the natu-
ral equation (minimal coupling) is

i~∂tΨ =
(
cα ·

(
p− e

c
A
)

+ βmc2 + eΦ
)

Ψ (12)

where, as usual, A is the vector potential and Φ is the
scalar potential.

Recalling the form of β in Eq. (5) we note that we
are adding the rest mass in the two first coordinates
and subtracting it in the two latter coordinates. As we
will promptly see, this causes that in the nonrelativistic
setting the upper half Ψl of the spinor Ψ is “large” and
the lower half Ψs is “small”. Writing Eq. (12) in terms
of Ψl and Ψs, we get

{
i~∂tΨl = cσ ·

(
p− e

cA
)
Ψs +mc2Ψl + eΦΨl,

i~∂tΨs = cσ ·
(
p− e

cA
)
Ψl −mc2Ψs + eΦΨs.

(13)

If Ψ is an eigenstate with energy E , in nonrelativistic
situations, E should be close to the rest mass mc2 and then
the second equation can be approximated by 2mcΨs =
σ · (p− e

cA)Ψl leading to v/c as the ratio of the size of Ψs

to the size of Ψl, so the “small” part Ψs is actually small
in this situation. When we substitute the approximate
second equation into the first, we obtain

i~∂tΨl =
1

2m

(
σ · (p− e

c
A)
)2

Ψl +mc2Ψl + eΦΨl. (14)

Recalling the well-known formula

(σ · u)(σ · v) = u · v + iσ · (u× v), (15)

which is also valid for operators, we have

i~∂tΨl =
1

2m
(S + P +mc2)Ψl (16)

where

S =
1

2m
(p− e

c
A)2 + eΦ (17)

gives the terms that would appear using the Schrödinger
equation and

P = −ie
c
σ · (p×A+A× p) (18)

is a new extra (Pauli) term. Using the vector calculus
formula for ∇× (ϕv) we have

(p×A+A× p)Ψl = −i~(∇×A)Ψl = −i~BΨl. (19)

Finally, renaming Ψl as Ψe−imc
2t/~ which corresponds to

omit the contribution to the energy corresponding to the
rest mass, we arrive to the Pauli equation

i~∂tΨ =
( 1

2m

(
p− e

c
A
)2

+ eΦ− e~
2mc

σ ·B
)

Ψ. (20)

The term involving σ · B would not appear with
Schrödinger’s scalar wave function approach and shows
an intrinsic coupling to the magnetic field with a gyro-
magnetic ratio e/m which doubles the one of a classic
electron in a circular orbit. In other words, an electron
behaves as a magnet with a strength that doubles the
corresponding one to a classical spinning electron. This
quantum property is, of course, the spin.

From the historical point of view, Eq. (20) was intro-
duced by Pauli in [10] looking for something behaving
as an angular moment to match the experiments. They
suggested a new degree of freedom and motivate the in-
troduction of vector wave functions with two coordinates.
Ironically Kronig should be considered as the pioneer who
introduced the spin but Pauli opposed to his idea and he
did not publish it [9, §2], [11]. In a curious twist, later
Kronig criticized the new view of the spin.

We have got Eq. (20) as a consequence of Dirac equa-
tion that is, so to speak, fundamental but a certain uneasy
feeling persists because perhaps something is lost in the
approximation and in principle the spin could be a non-
relativistic shadow of a more complex concept. Now,
following [1, §5], we show another form to arrive to the
spin without using any approximation.

Let us consider the Dirac equation in the form Eq. (6)
for the free electron (Dirac also allows a central potential
but it does not make any difference). A calculation proves

[H,Lz] = i~c(α1p2 − α2p1). (21)
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A similar calculation applies to the rest of the coordinates
showing [H,L] = −i~cα × p. It is then apparent that
angular momentum is not conserved. This suggests that
there is an internal spin of the electron compensating
the missing angular momentum (this was taken by Pauli
as starting point). Dirac just writes in his paper the
formula for the corresponding operator S and checks
[H,L+ S] = 0. Here we give some insight about how to
deduce or guess such term. We look for Sz Hermitian
such that [H,Lz + Sz] = 0. When we impose that the
coefficients of pj and the independent term vanish we get
the equations

− i~α2 = [Sz, α1], i~α1 = [Sz, α2] (22)

and

[Sz, α3] = 0, [Sz, β] = 0 (23)

The latter commutation formula implies that Sz is
block diagonal and the former establishes a relation be-
tween both blocks. In this way we can write Sz =
1
2~diag(A, σ3Aσ3) with A a 2× 2 Hermitian matrix. On
the other hand, the equations Eq. (22) imply

2iσ2 = Aσ1 + iσ2Aσ3, −2iσ1 = Aσ2 − σ1Aσ3. (24)

In a more symmetric form, post-multiplying by σ3,

2iσ1 = σ2A−Aσ2, 2iσ2 = Aσ1 − σ1A. (25)

We recognize immediately the commutation relations for
Pauli matrices and the equations suggest A = σ3 leading
to Sz = 1

2~diag(σ3, σ3). In general the missing angular

moment is 1
2~diag(σ,σ). In other words, we are just

duplicating the usual spin matrices to match the four
coordinates of the 4-spinor.

A last comment is that although Eq. (25) suggests
A = σ3 it does not imply it, any diagonal matrix with
a11 − a22 = 2 verifies it. One can avoid this ambiguity
imposing that A2 is a multiple of the identity. This
proxy of σ2

j = Id comes from considering eigenstates of
the angular moment, or some sort of symmetry. The
resulting equality S2

x + S2
y + S2

z = 3
4~

2 proves that we are

in the case of 1
2 -spin.

IV. THE FINE STRUCTURE HAMILTONIAN

We now focus on the case of the hydrogen atom model
via Eq. (13) with Φ = −e/r and A = 0 (no external
magnetic field). To emphasize that the same arguments
work for any central potential we write V = eΦ and we
only assume V = V (r).

For an eigenstate of energy E , Eq. (13) acquires the
time independent form

{
Eψl = cσ · pψs +mc2ψl + V ψl,

Eψs = cσ · pψl −mc2ψs + V ψs.
(26)

Our target is to find a kind of relativistic correction of the
Schrödinger equation. For comparison, it seems natural
to separate the rest energy mc2 and try to write Eq. (26)
with some degree of approximation as

Hψ = Eψ where E = E −mc2 (27)

where ψ is a 2-spinor related in some way to ψl and ψs.
Recall that in Bohr model, as seen by Sommerfeld, the

fine structure constant is the ratio of the electron velocity
to c. Then the ratio of the relativistic kinetic energy to
1

2mp
2 is 1 plus something comparable to α2. Hence to

keep the relativistic corrections we focus on a higher order
in α2. Namely, we do not distinguish between a factor 1
and a factor 1 +O(α4).

After these preliminary considerations, we are going
to get a valid Eq. (27) following two approaches. The
first one is taken from [12]. It is simpler but produces
a nonstandard form of the result. The second approach
(in which we follow mainly [13]) is more technical but
suggests a general method that we do not explore here.

§1. The fine structure Hamiltonian via a direct approach
and perturbation theory.

We proceed as before eliminating ψs but this time we
do not use any nonrelativistic approximation. In this way
we arrive to the exact equation

c2σ · p(2mc2 + E − V )−1σ · pψl + V ψl = Eψl. (28)

If we parallel the procedure to derive Pauli equation
we should consider (2mc2 + E − V )−1 as the constant
(2mc2)−1 but then we would lose the relativistic correction.
We instead note that E−V is the kinetic energy, which is
O
(
mc2α2

)
in the Sommerfeld model (see the comments

above), and we infer

(2mc2+E−V )−1 =
1

2mc2

(
1−E − V

2mc2

)
+O

( α4

mc2

)
. (29)

Note that the simple identity [p, V ] = −i~∇V shows

σ·p
(

1−E − V
2mc2

)
=
(

1−E − V
2mc2

)
σ·p− i~

2mc2
σ·∇V. (30)

Let us approximate in the right hand side the kinetic en-
ergy E − V by 1

2mp
2. Then we get substituting Eq. (29)

and Eq. (30) in Eq. (28) our tentative form of the Hamil-
tonian

H =
1

2m

(
1− p2

4m2c2

)
p2− i~

4m2c2
(σ·∇V )(σ·p)+V. (31)

Appealing to the same heuristic argument as before, in
the last approximation we are losing a factor 1 +O(α4)
and we are under the allowed error.

The only remaining point is to simplify H to get a
manageable expression and to identify the physical mean-
ing of each term. The simplification repeats part of the
strategy used in the Pauli equation: The application of
Eq. (15) allows to write dot and cross products in terms
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of electromagnetic data that here are very simple because
V is a central potential. Namely, V necessarily verifies
∇V = 1

r
dV
dr r and Eq. (15) gives

(σ · ∇V )(σ · p) =
dV

dr

r

r
· p+ iσ ·

(dV
dr

r

r
× p

)
(32)

= −i~dV
dr

∂

∂r
+
i

r

dV

dr
σ ·L

where we have used r · ∇ = r ∂∂r and the definition of
angular momentum. If we substitute this in Eq. (31)
and put S = ~

2σ, we finally obtain the fine structure
Hamiltonian

H = H0−
p4

8m3c2
− ~2

4m2c2
dV

dr

∂

∂r
+

1

2m2c2r

dV

dr
S ·L (33)

where

H0 =
p2

2m
+ V (34)

is the part coming from the Schrödinger equation and the
rest of the terms are the corrections. The first one is the
natural relativistic correction of the energy linked to the
approximation of the relativistic energy

√
p2c2 +m2c4 ≈ mc2 +

p2

2m
− p4

8m3c2
. (35)

The last term in Eq. (33) takes into account the coupling
between the spin and the orbital angular momentum,
it is the spin-orbit term and shows once again that the
spin of the electron is embodied in the Dirac equation.
Finally, the middle term is a little more mysterious. It is
named the Darwin term and it can be interpreted as an
effective smearing out of the potential due to the lack of
localization of the electron (see [14] for more comments
on this).

Actually Eq. (33) is the Hamiltonian as it appears in
[12] but the form of the Darwin term seems to enter in
contradiction with the rest of the texts we have checked
([5], [13], [15], [6], [14]). In them − ~2

4m2c2
dV
dr

∂
∂r is replaced

by ~2

8m2c2∇2V . The hint to solve this paradox came to us
from a sentence in the old classic on atomic spectroscopy
[16]. Note that these terms are of the lowest order. Ac-
cording to time independent perturbation theory they
contribute to the energy as their expectations

− ~2

4m2c2
〈ψ|dV

dr
|∂ψ
∂r
〉 and

~2

8m2c2
〈ψ|∇2V |ψ〉 . (36)

We are going to see that they coincide and then both
terms give similar spectra to the limit of application of
perturbation theory. We have for ψ(r) = R(r)Y (θ, ϕ)

2 〈ψ|dV
dr
|∂ψ
∂r
〉 =

∫

S2

∫ ∞

0

dV

dr

d(R2)

dr
|Y |2r2 drdΩ (37)

and integrating by parts in the inner integral, this is

−
∫

S2

∫ ∞

0

d

dr

(
r2
dV

dr

)
R2|Y |2 drdΩ = 〈ψ|∇2V |ψ〉 , (38)

where we have employed r2∇2V = d
dr

(
r2 dVdr

)
because V

is radial.

§2. The fine structure Hamiltonian via a Foldy-
Wouthuysen transformation.

Now we are going to show another approach that leads
to the fine structure Hamiltonian in its standard form. To
deduce the Pauli equation we showed that the equation
Eq. (13) becomes decoupled in the nonrelativistic limit,
getting Eq. (14). When we kept the relativistic terms,
Eq. (28) was not entirely satisfactory because the left hand
side that we would like to be the Hamiltonian depends
itself on the energy. A clever idea introduced in [17]
to deal with Eq. (13) keeping higher order terms is to
introduce an artificial unitary change of basis U such that
the system turns to be approximately decoupled. Roughly
speaking it is like looking for a near to optimal choice
of the small and large spinors. Recall that in our case
A = 0, V = eΦ (a central potential) and renaming, as
before, the energy E in Eq. (26) as E +mc2, we look for
U such that

U

(
V cσ · p

cσ · p V − 2mc2

)
U† ≈

(
H O
O H ′

)
. (39)

In honor to the authors of [17], U is called the Foldy-
Wouthuysen transformation. In principle the method can
be pushed to get any degree of approximation [18] [5]
but the calculations become very complex (in an early
published version of [18] the method is said to be “hor-
rendous”). Here we only consider the first step that
corresponds to

U =

(
K σ·p

2mc
σ·p
2mc −K

)
with K =

√
1− p2

4m2c2
. (40)

Note that U is unitary and Hermitian, U = U† = U−1.
Before doing any calculation, let us examine the admis-

sible degree of approximation in Eq. (39). We have that
H is an approximation of 1

2mp
2+V then H ′ must be com-

parable to mc2. If f is the size of the actual off-diagonal
blocks in Eq. (39), the second couple of coordinates, our
new small spinor, is suppressed by a factor O(f/mc2)
with respect to the first. Then the off-diagonal upper
block affects to H as O(f2/mc2) and with f like O(Eα)
we get for H the admissible error O(Eα4) we want (recall
that E ∼ 1

2m(cα)2 with Sommerfeld’s heuristic).
Let us decompose the middle matrix in Eq. (39) as

MV +Mp =

(
V O
O V

)
+

(
O cσ · p

cσ · p −2mc2

)
. (41)

When computing UMV U
†, it is clear that in the off-

diagonal blocks V is multiplied by a factor σ · p/mc and
this is absorbed by the admissible error O(Eα). On the
other hand, the first diagonal block coming form MV is

HV = KVK +
1

4m2c2
σ · pV σ · p. (42)
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In the same way, the off-diagonal blocks of UMpU
† are

third powers of p divided by m2c and this is O(Eα). The
first diagonal block coming form Mp is

Hp =
1

m
Kp2 − 1

2m
p2 (43)

The Hamiltonian Hp +HV is consequently valid but it is
too cumbersome to be useful. So we simplify it employing

K ≈ 1− p2

8m2c2
(44)

with the admissible error O(α4). Hence

Hp ≈
p2

2m
− p4

8m3c2
, (45)

as expected from Eq. (35). For HV we obtain, substituting
Eq. (44),

HV ≈ V +
1

8m2c2
(2σ · pV σ · p− V p2 − p2V ). (46)

Note that p2V = −~2∇2V +2(pV )·p+V p2. A calculation
involving Eq. (15) shows that σ ·pV σ ·p− (pV ) ·p−V p2
is

~σ · (∇V × p) =
~
r

dV

dr
σ · (r × p) =

2

r

dV

dr
S ·L. (47)

And we arrive to the fine structure Hamiltonian in its
standard form

H = H0−
p4

8m3c2
+

~2

8m2c2
∇2V +

1

2m2c2r

dV

dr
S ·L (48)

with H0 as in Eq. (34).

V. DISCUSSION

The Dirac equation is a central topic in quantum me-
chanics and it opens the gate to QFT. It has many signif-
icant features from the theoretical and applied point of
view. Some of these features treated in this paper are:

1. It allows to “factorize” the relativistic Schrödinger
equation (a.k.a. Klein-Gordon equation) avoiding
the unwanted properties of it that motivated that
Schrödinger himself abandoned the relativistic ap-
proach and focused on the nonrelativistic version
bearing his name.

2. It gives a theoretical basis for the existence of the
spin of the electron. This is a major achievement
because in the early times of quantum mechanics the
spin was a source of misunderstandings (e.g. Stern-
Gerlach experiment, anomalous Zeeman effect) and
it had been introduced “by hand” to avoid the
disagreement with the experiments.

3. When applied to the hydrogen atom, it produces a
Hamiltonian that gives fine corrections on the energy
levels that can be computed via perturbation theory
and checked experimentally.
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Direct State Tomography using weak

measurement, strong measurement and

probe-controlled-system

Kieu Quang Tuan

June 19th, 2019

1 Introduction

Direct state measurement means that complex state can be measured directly via
outcomes of pointers without any further complicated calculation of tomography.
There is a efficient way towards direct state measurement, that is weak values.
Since being introduced in [1], weak value is an interesting subject that physicists
have been doing research about it. Let us begin with the definition of weak value

〈Â〉 =
〈ψf |Â|ψi〉
〈ψf |ψi〉

(1)

where Â is an operator, ψi and ψf are initial and final states, respectively.

When we choose Â = |x〉〈x|, the weak value is

〈|x〉〈x|〉W =
〈p0|x〉〈x|ψ〉
〈p0|ψ〉

∼ ψ(x), (2)

which is proportional to wave function in x basis.
From this idea, physicists have invented many methods to measure quantum
state directly; and in this paper, I will present three of them: weak measurement,
strong measurement and probe-controlled system.

2 Weak measurement

In 2011, J. S. Lundeen et al. [3] pointed out a new way to measure wave function
in quantum mechanics which is called weak measurement based on weak value
and weak interaction. In weak measurement, we have a system which weakly
interacts with a device, this device is usually a qubit system. Due to weak
coupling, the wave function after being measured is just slightly biased but not
collapsed like in projective measurement. So in each time of measuring, we

1



Figure 1: Weak measurement of the photon transverse wavefunction

extract a little bit information of the desired system; then, we have to do many
times and use statistical average.

The first step of this method is preparation of identical photons having state
Ψ(x), then they will be weakly biased by a half-wave plate with a small angle α
in x direction. The pointer here is the linear polarization angle of the photon;
then, they did post-selection p = 0 by using a slit. Finally, the probability
of polarization of photons is measured by detectors after passing through a
polarizing beam-splitter [3]. A disadvantage here is that this method requires
moving the half-wave plate throughout the x direction, so the calculation to
reconstruct the wave function has to take into account time retardation; of
course, it will be more difficult for higher dimension systems.
Here we do some calculation for this method. The initial state is chosen as
|ψi〉|0〉, the unitary operator is U(θ) = e−iθÂ⊗σ̂y , where Â⊗ σ̂y is the interaction
Hamiltonian and θ is a small coupling constant.
The wave function after interaction is

e−iθÂ⊗σ̂y |ψi〉|0〉 = [Î − iθÂ⊗ σ̂y +O(θ2)]|ψi〉|0〉
= |ψi〉|0〉+ θÂ|ψi〉|1〉+O(θ2)

(3)

After being evolved, the system is projected onto |ψf 〉 and the device is projected

2



onto |±〉[| ± i〉] to get probabilities.

P (±) = |〈ψf |〈±|e−iθÂ⊗σ̂y |ψi〉|0〉|2

= |〈ψf |〈±(|ψi〉|0〉+ θÂ|ψi〉|1〉+O(θ2))|2

= |〈ψf |ψi〉
1√
2
± θ〈ψf |Â|ψi〉

1√
2
|2 +O(θ2)

=
1

2
(〈ψf |ψi〉 ± θ〈ψf |Â|ψi〉)(〈ψi|ψf 〉 ± θ〈ψi|Â|ψf 〉) +O(θ2)

=
1

2
(|〈ψf |ψi〉|2 ± θ(〈ψf |Â|ψi〉+ 〈ψi|Â|ψf 〉))O(θ2)

=
1

2
(|〈ψf |ψi〉|2 ± θ2Re〈ψi|ψf 〉〈ψf |ψi〉

〈ψf |Â|ψf 〉
〈ψf |ψi〉

+O(θ2)

= |〈ψf |ψi〉|2(
1

2
± θRe〈Â〉w) +O(θ2)

(4)

Similarly,

P (±i) = |〈ψf |〈±i|e−iθÂ⊗σ̂y |ψi〉|0〉|2

= |〈ψf |ψi〉|2(
1

2
± θIm〈Â〉w) +O(θ2)

(5)

Do some rearrangements, we get

P (+) + P (−) = |〈ψf |ψi〉|2 (6)

P (+)− P (−) + i[P (+i)− P (−i)] = 2θ|〈ψf |ψi〉|2〈Â〉w +O(θ2) (7)

Hence, if θ is known, 〈Â〉w can be calculated, and particularly, if we choose
Â = |x〉〈x| the transverse wave function of photon in this case will be derived
directly. Keep in mind the notation P (+i)(P (−i)) is the same as PL (PR).

3 Strong measurement

Instead of using weak interaction in section 2, here we use strong couple between
the system and the device, and the result is indeed better than weak measurement.
The word ‘strong’ can be understood that arbitrary strength measurement is
used, the stronger the coupling is, the better the result come out, and the ideal
case is that θ = π

2 .
Because of the similarity of these two methods, here I show the procedure for
weak measurement again in the figure below, the strong one has difference at
bigger angle θ.

I will do calculation for both pure states and mixed states.

• Pure states
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Figure 2: Scheme of weak measurement method

Let’s begin with the unitary operator Ux(θ) = e−iθπx⊗σy , where πx is x-projective
operator , πnx = πx,∀n > 1 and σy is a Pauli operator.

Ux(θ) = Ix ⊗ Iπ + (−iθ)(πx ⊗ σy) +
(−iθ)2

2!
(πx ⊗ σy)2 +

(−iθ)3
3!

(πx ⊗ σy)3 + ...

= Ix ⊗ Iπ − iθπx ⊗ σy −
θ2

2!
πx ⊗ Iπ + i

θ3

3!
πx ⊗ σy + ...

= Ix ⊗ Iπ − i(θ −
θ3

3!
+
θ5

5!
− ...)πx ⊗ σy + (−θ

2

2!
+
θ4

4!
− ...)πx ⊗ Iπ

= Ix ⊗ Iπ − isinθπx ⊗ σy + (cosθ − 1)πx ⊗ Iπ
= Ix ⊗ Iπ− | x〉〈x | ⊗[(1− cosθ)Iπ + isinθσy]

(8)

The pointer state after the momentum post-selection is

|φ〉P = 〈p0|Ux(θ)|Ψin〉 (9)

Next I do the right part of above equation

Ux(θ)|Ψin〉 = {Ix ⊗ Iπ − |x〉〈x| ⊗ [(1− cosθ)Iπ + isinθσy]}|ψX〉 ⊗ |H〉
= |ψ〉X ⊗ |H〉 − ψx|x〉 ⊗ [(1− cosθ)|H〉+ isinθσy|H〉]
= |ψ〉 ⊗ |H〉 − ψx|x〉 ⊗ [(1− cosθ)|H〉+ isinθ|V 〉)]
= |ψ〉 ⊗ |H〉+ ψx|x〉 ⊗ [(cosθ − 1)|H〉+ sinθ|V 〉]
= |ψ〉X ⊗ |H〉+ ψx|x〉 ⊗ |χ〉

(10)

where |χ〉 = (cosθ− 1)|H〉+ sinθ|V 〉 and ψ̃ =
∑
x ψx. We can choose the phase
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of the wave function such that ψ̃ = |ψ̃|. Then

|φ〉P = 〈p0|Ux(θ)|Ψin〉

=
1√
d

(
∑

x

〈x|)|ψx〉 ⊗ |H〉+
1√
d

(
∑

x

〈x|)|ψx|x〉 ⊗ |χ〉

=
1√
d

(
∑

x

ψx)|H〉+
1√
d
ψx|χ〉

=
1√
d

[ψ̃|H〉+ ψx|χ〉]

(11)

From here, the probabilities can be derived, so I calculate the first case, the
following cases are done similarly. Defining εθ = 2sin2 θ2 .

P
(x)
0 = |〈0|φ〉|2 = |〈H|φ〉|2 = | 1√

d
(ψ̃ + ψx(cosθ − 1))|2

=
1

d
[ψ̃2 + ψ̃(cosθ − 1)2Reψx + (cosθ − 1)2|ψx|2] =

1

d
[ψ̃2 − 2εθψ̃Re(ψx) + ε2θ|ψx|2] ≈ ψ̃2

d

P
(x)
1 =

1

d
sin2θ|ψx|2 ≈ 0

P
(x)
+ =

1

d
[
ψ̃2

2
− (εθ − sinθ)ψ̃Re(ψx) + (1− sinθ)εθ|ψx|2] ≈ ψ̃

d
[
ψ̃

2
+ θRe(ψx)]

P
(x)
− =

1

d
[
ψ̃2

2
− (εθ + sinθ)ψ̃Re(ψx) + (1 + sinθ)εθ|ψx|2] ≈ ψ̃

d
[
ψ̃

2
− θRe(ψx)]

P
(x)
L =

1

d
[
ψ̃2

2
+ sinθψ̃Im(ψx) + εθ(|ψx|2 − ψ̃Re(ψx))] ≈ ψ̃

d
[
ψ̃

2
+ θIm(ψx)]

P
(x)
R =

1

d
[
ψ̃2

d
− sinθψ̃Im(ψx) + εθ(|ψx|2 − ψ̃re(ψx))] ≈ ψ̃

d
[
ψ̃

2
− θIm(ψx)]

(12)

By algebraic rearrangement, we have what we are desiring: the real and imaginary
of wave function.

Re(ψx) =
d

2ψ̃sinθ
[P

(x)
+ − P (x)

− + 2tan(
θ

2
P x1 ] (13)

Im(ψx) =
d

2ψ̃sinθ
[P

(x)
L − P (x)

R ] (14)

When we choose θ = π/2 for the strong case, we will have better results than
weak measurement [4]; because the later uses weakly couple, so the extracted
information will be dimmer, simply.

• Mixed states

This job is similar as the pure states, but because of the instructive purpose and
dealing with mixed states in real experiments, I show it here.
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We begin with the initial state of the system and the probe.

ρ ≡ ρX ⊗ |0〉P〈0|, ρX =
n∑

x,y=1

ρ̂x,y|x〉〈y| (15)

The evolution operator Ux(θ) = e−iθ|x〉〈x|⊗σy and the final state ρ′x ≡ Ux(θ)ρU†x(θ).

Then, the system is projected onto the momentum state |p〉 = 1√
d

∑d
y=1 e

2πiyp
d |y〉

(the reader can learn more about this Fourier transformation in Chapter 5 of [2])
to become

ρPx,p ≡ 〈p|ρ′x|p〉 =

(
ρ00(x, p) ρ01(x, p)
ρ10(x, p) ρ11(x, p)

)
(16)

Let’s begin to verify it. First, we have

U†x(θ)|p〉 = eiθ|x〉〈x|⊗σy [
1√
d

d∑

y=1

e
2πyp
d |y〉

= [I⊗ I + iθ|x〉〈x| ⊗ σy +
(iθ)2

2!
|x〉〈x| ⊗ I +

(iθ)3

3!
|x〉〈x| ⊗ σy + . . .](

1√
d

d∑

y=1

e
2πiyp
d |y〉)

= |p〉 ⊗ I + (iθ)(
1√
d
e

2πixp
d |x〉 ⊗ σy +

(iθ)2

2!
(

1√
d
e

2πixp
d |x〉 ⊗ (σy)2

+
(iθ)3

3!
(

1√
d
e

2πixp
d |x〉 ⊗ (σy)3) + . . .

= |p〉 ⊗ I + (
1√
d
e

2πixp
d |x〉)⊗ (iθσy +

(iθ)2

2!
σ2
y +

(iθ)3

3!
σ3
y + . . .

= |p〉 ⊗ I + (
1√
d
e

2πixp
d |x〉)⊗ (eiθσy − I)

(17)

Using Hermitian conjugate, we obtain

〈p|Ux(θ) = 〈p| ⊗ I + (
1√
d
e

−2πixp
d 〈x|)⊗ (e−iθσy − I) (18)

Combining them all

〈p|Ux(θ)|ρ|U†x(θ)|p〉 = 〈p|ρX |p〉 ⊗ |0〉P〈0|

+ 〈 |ρX |
1√
d
e

2πixp
d |x〉 ⊗ |0〉P〈(eiθσy − I)

+
1√
d
e

−2πixp
d 〈x|ρX |p〉 ⊗ (e−iθσy − I)|0〉P〈0|

+
1√
d
e

−2πixp
d 〈x|ρX |

1√
d
e

2πixp
d |x〉 ⊗ (e−iθσy − I)|0〉P〈0|(eiθσy − I)

= A+B + C +D

(19)
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Because of complication, I do calculation separately.
The second term in the RHS is

B =
1

d
(
d∑

y=1

ρy,xe
2πi(x−y)p

d )⊗ [|0〉〈0|eiθσy − |0〉〈0|]

=
1

d
(
d∑

y=1

ρy,xe
2πi(x−y)p

d )⊗ [|0〉〈0|(cosθ − 1) + |0〉〈1|sinθ]
(20)

The third term is the complex conjugate of the second one

C =
1

d
(
d∑

y=1

ρx,ye
2πi(y−x)p

d )⊗ [|0〉〈0|(cosθ − 1) + |1〉〈0|sinθ] (21)

The fourth term is

D =
1

d
〈x|(

∑

x,y

ρx,y|x〉〈y|)|x〉 ⊗ [(cosθ|0〉+ sinθ|1〉)(〈0|cosθ + 〈1|sinθ)

− (cosθ|0〉+ sinθ|1〉)〈0| − |0〉(〈0|cosθ + 〈1|sinθ) + |0〉〈0|]

=
1

d
ρx,x ⊗ [|0〉〈0|(cos2θ − 2cosθ + 1) + |0〉〈1|(cosθsinθ − sinθ)

+ |1〉〈0|(sinθcosθ − sinθ) + |1〉〈1|sin2θ]

=
1

d
ρx,x ⊗ [|0〉〈0|(1− cosθ)2 + |0〉〈1|(cosθ − 1)sinθ + |1〉〈0|sinθ(cosθ − 1) + |1〉〈1|sin2θ]

(22)

Combine the results, we gain these things

ρ00(x, p) =
1

d
[
∑

x,y

ρ̂x,ye
2πi(y−x)p

d − 2sin2
θ

2

∑

y

(ρ̂x,ye
2πi(y−x)p

d + c.c) + 4sin4
θ

2
ρ̂x,x],

ρ10(x, p) =
1

d
sinθ[

∑

y

ρ̂x,ye
2πi(y−x)p

d − 2sin2
θ

2
ρ̂x,x],

ρ01(x, p) = ρ10(x, p)∗,

ρ11(x, p) =
1

d
sin2θρ̂x,x.

(23)

From above equations, we can derive that

ρ̂x,y ∼ dtan
θ

2
δx,yρ11(x, p) +

∑

p

e
2πi(x−y)p

d ρ10(x, p) (24)

For strong case (θ = π/2)

ρ̂x,y ∼ dδx,yρ11(x, p) +
∑

p

e
2πi(x−y)p

d ρ10(x, p) (25)
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As you readers can see, to gain the final goal, we must have ρ11 and ρ10. Actually,
they are calculated through P+, P−, PL, PR , which are probabilities when the
final state of probe in equation 16 is projected onto these polarization. By
defining P x,pi ≡ 〈i|ρPx,p|i〉 and from equation 16, we can easily get that

ρ10(x, p) =
1

2
[(P

(x,p)
+ − P (x,p)

− − i(P (x,p)
L − P (x,p)

R ] (26)

and
ρ11(x, p) = P

(x,p)
1 (27)

After long and complicated calculation, we have proved that the either pure
or mixed states of the system can be reconstructed directly by measuring the
probabilities of the final state of the probe. It is indeed worth doing that.

4 Probe-controlled system

4.1 Fundamental concepts

We examine the combined system HS ⊗HP , where HS is for the desired system
and HP is for the qubit probe. The Pauli operators are

σ̂x = |0〉〈1|+ |1〉〈0| = |+〉〈+| − |−〉〈−|
σ̂y = −i|0〉〈1|+ i|1〉〈0| = |+ i〉〈+i| − | − i〉〈−i|
σ̂z = |0〉〈0| − |1〉〈1|

(28)

Here, I use notations |±〉 := (|0〉 ± |1〉)/
√

2, | ± i〉 := (|0〉 ± i|1〉)/
√

2.
Let the total system undergo the probe-controlled system transformation T̂ :

T̂ := T̂0 ⊗ |0〉〈0|+ T̂1 ⊗ |1〉〈1| (29)

where T̂0 and T̂1 can be chosen later for desired purposes.
Next, we calculate the probabilities that the total system undergoes the

transformation and then are projected onto |ψf 〉, |±〉[| ± i〉] basis.

P (±) = 〈Ψi|T̂ †(|ψf 〉〈ψf | ⊗ |±〉〈±|)T̂ |Ψi〉 =
1

4
(|〈ψf |T̂0|ψi|2 + |〈ψf |T̂1|ψi〉|2

± 2Re〈ψi|T̂ †0 |ψf 〈〉ψf |T̂1|ψi〉)
(30)

P (±i) = 〈Ψi|T̂ †(|ψf 〉〈ψf | ⊗ | ± i〉〈±i|)T̂ |Ψi〉 =
1

4
(|〈ψf |T̂0|ψi〉|2 + |〈ψf |T̂1|ψi|2

± 2Im〈ψi|T̂ †0 |ψf 〉〈ψf |T̂1|ψi〉)
(31)

Use clever arrangement, we have the following equation

P (+)− P (−) + i[P (+i)− P (−i)] = 〈ψi|T̂ †0 |ψf 〉〈ψf |T̂1|ψi〉 (32)

which quickly reminds us the weak value, and we can exploit it to rebuild the
wanted wave function.
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4.2 Transformation rules

From the result in the last part, we use a trick that is commonly used to calculate
cross section in Quantum Field Theory.

〈ψi|T̂ †0 |ψf 〉〈ψf |T̂1|ψi〉 = (〈ψi|)a(T̂ †0 )ab(|ψf 〉)b(〈ψf |)c(T̂1)cd(|ψi〉)d
= (|ψi〉)d(〈ψi|)a(T̂ †0 )ab(|ψf 〉)b(〈ψf |)c(T̂1)cd

= (|ψi〉〈ψi|)da(T̂ †0 )ab(|ψf 〉〈ψf |)bc(T̂1)cd

= tr(|ψi〉〈ψi|T̂ †0 |ψf 〉〈ψf |T̂1)

(33)

For the case of mixed states, the complex value is tr(ρ̂iT̂
†
0 ρ̂f T̂1). Since the

cyclic permutation does not change the trace, we can figure transformation rules,
which are extremely useful.

Figure 3: Transformation rules

In this picture, Fig. 2(a) and Fig. 2(b) is the same if Â can be spectrally
decomposed such as Â =

∑
j aj |aj〉〈aj | and Â presents a positive-operator

valued measure (POVM), the reader can learn more in [2]. Fig. 2(c) and
Fig. 2(d) are obtained by rotating Fig. 2(b) clockwise and counterclockwise,
respectively. But the physical implication is indeed more meaningful than just
mathematical stuff. For instance, instead the system is projected onto |aj〉 in
the probe mode |1〉 and then is projected onto |ψf 〉 in the both probe mode in
Fig. 2(b), the system is first projected onto |ψf 〉 in the mode |0〉 and then is
projected onto |aj〉 in the both mode in Fig. 2(c). Thank to that, experimental
devices can be arranged as well as possible.

4.3 Modified version for weak measurement

In Weak Measurement section, we see that there is O(θ2) in the final result
(equation 7). Now we modify this method by using probe-controlled framework.
We choose the initial state |Ψi〉 = |ψi〉|+〉 and the transformation operator
T̂ = Î ⊗ |0〉〈0|+ θÂ⊗ |1〉〈1|. Using equation 32 we have

P (+)− P (−) + i[P (+i)− P (−i)] = 〈ψi|ψf 〉〈ψf |θÂ|ψi〉
= 2P (0)θ〈Â〉w

(34)

9



Figure 4: Modified weak measurement

where P (0) = |〈ψf |ψi〉|2/2 and {T̂0, T̂1} = {Î , θ̂Â}. Then we can choose

Â = |x〉〈x| and measure the transverse wave function like section 2.
The idea is presented in Fig. 4(b), so we can think the weak interaction as a
small extraction of the initial state |ψi〉 from mode |0〉 to mode |1〉.

4.4 Derivation of new method - Probe-controlled system

In section 2, I have introduced weak measurement, which is considered as the
start of direct wave function using weak values. However, as you have seen, there
are some cons of it consisting low precision and moving half-wave plate along x
direction to measure the state.
And in section 4, a new framework and transformation rules are showed; in
addition, a modified version of weak measurement is a promising way to upgrade
the method of Lundeen et al.[3]. All of them created a new method for directly
measuring wave function called probe-controlled system. In this figure, there

Figure 5: Derivation new method from weak measurement

are conventional weak measurement - Fig. 5(a,b) and probe-controlled system

10



- Fig. 5(d,e), the Fig. 5(c) is a halfway step. Here I concentrate on this new
method.
First, we choose Â = |x〉〈x| to measure transverse wave function. Next, we set
θ = 1 which is the maximum value for highest precision as in Fig. 5(c). Then,
we apply transformation rule for the clockwise case to transfer Fig. 5(c) to Fig.
5(d). In this scheme, the system is projected onto |p0〉 in the mode |H〉 and then
onto |x〉 in the both probe mode. The two modes |H〉 and |V 〉 are the horizontal
and vertical polarization of the photons, respectively.
As you can see in Fig. 5(e), in mode |V 〉, the photons is let go through without
any obstruction, but in mode |H〉, only photons have p = 0 can get through,
which presents the projection onto |p0〉 in Fig. 5(c). Finally, photon’s polarization
is measured in {|±〉} (diagonal polarization and {| ± i〉} (circular polarization)
thank to a device such as a charge-coupled device (CCD) camera.
From the framework in part 4.1, we have {T̂0, T̂1} = {|p0〉〈p0|, Î}, so using
formula 32 follows

P (+)− P (−) + i[P (+i)− P (−i)] = 〈ψ|p0〉〈p0|x〉〈x|ψ〉 ∼ ψ(x) (35)

This thing means that the transverse wave function is directly measured in the
optical scheme depicted in Fig. 5(e). Furthermore, this method has advantages
concluding higher precision and scan-free arrangement than the conventional
way in section 2. The mathematical derivation for probe-controlled system is
similar to the thing displayed in section 3 for pure and mixed states, I think it
will be an instructive exercise for whom it may concern.

5 Discussion

Direct state measurement is a quite new and interesting field to explore the
quantum world, it is also a promising tool for quantum computation and quantum
information. This paper has introduced three methods to attain that goal. All
of them use probabilities of polarization of final states measured to reconstruct
quantum wave function. Especially, probe-controlled system is a powerful and
general way to upgrade and create other new methods for this purpose.
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Dynamical SU(n) Symmetry of the n-Dimensional Isotropic Harmonic Oscillator

Zhang Rundong
(Dated: June 20, 2019)

This paper briefly introduces the basic knowledge of Lie group, Lie algebra and representation
theory. Using this knowledge, the SU(n) symmetry of the n-dimensional isotropic harmonic oscillator
is demonstrated by utilizing ladder operators and generators of the symmetry group. This paper
also introduces the connection between this symmetry and the counterpart in classical mechanics.

I. INTRODUCTION

If a quantum system has some symmetry, then the
Hamiltonian of this system is invariant under certain
operations. For example, for a system with a spherically
symmetric potential energy function, the Hamiltonian
of this system would remain unchanged under spatial
rotation operations. Usually, for each spatial rotation
operation, there is a unitary operator associated with it
[1]. These unitary operators act on the Hilbert space and
they commute with the Hamiltonian. In this situation, the
eigenspace belonging to a certain energy level is invariant
under the action of these operators, and the eigenstates
pertaining to this energy level constitute the basis of
representation of the symmetry group.

However, many systems with spherically symmetric
potential energy functions actually have symmetry groups
larger than that of spatial rotational symmetry, we then
say these systems have dynamical symmetry. Two famous
examples of dynamical symmetry would be the SO(4)
symmetry of hydrogen atoms [2] and the SU(n) symmetry
of n-dimensional isotropic harmonic oscillators [3]. For
the dynamical symmetry group of a system, eigenstates
belonging to a certain energy level constitute the basis
of its irreducible representation. Thus, the degrees of
degeneracy of a system are related to the dimensions of
irreducible representations of its dynamical symmetry
group [3].

In this paper we mainly introduce the SU(n) symmetry
of the n-dimensional isotropic harmonic oscillator. The
arrangement of this paper is as follows: we first introduce
the basic knowledge of Lie group, Lie algebra and repre-
sentation theory in the second section. Then in the third
section we show the SU(n) symmetry of the n-dimensional
isotropic harmonic oscillator through two ways. We will
also point out the corresponding symmetry in classical
mechanics. Finally there are the conclusions.

II. LIE GROUPS, LIE ALGEBRAS AND
REPRESENTATION THEORY

A. Groups: Finite groups and Lie groups

A group (G, ·) is a set G equipped with a binary opera-
tion “·” that satisfies the following four axioms:

1. ∀g1, g2 ∈ G, g1 · g2 ∈ G.

2. There is a unique element e ∈ G satisfies g · e =
e · g = g for every g ∈ G, e is called the identity
element of group G.

3. For every g ∈ G there is a g−1 ∈ G such that
g · g−1 = g−1 · g = e. Here e is the identity element.

4. ∀g1, g2, g3 ∈ G, (g1 · g2) · g3 = g1 · (g2 · g3).

A typical example of group is the set of all unitary
operators O that leave Hamiltonian H invariant under a
unitary similarity transformation

O†HO = H. (1)

Here, the binary operation of this group is the multiplica-
tion of two operators. We use G to denote this group.

A group can be classified as a finite group or an infinite
group according to the number of its elements. A Lie
group, or a continuous group, is an infinite group with a
manifold structure. In layman’s terms, a Lie group is a
group whose group elements are continuously dependent
on certain parameters θi. We can write the element g of
a Lie group as g (θ1, θ2, · · · ) and let g (0, 0, · · · ) = e. In
this paper, we mainly focus on Lie groups.

Suppose there are two groups (G1, ·) and (G2, ∗), then
we say that map σ : G1 → G2 is a group homomorphism
if it preserves group multiplications:

σ(g · g′) = σ(g) ∗ σ(g′),∀g, g′ ∈ G1. (2)

A group homomorphism σ is said to be an isomorphism
if σ is bijective.

In physics, the most important Lie groups would be
the groups SO(n) and SU(n). They are all matrix groups,
so the binary operation of these groups is the matrix
multiplication. Where SO(n) is the group of all n-by-n
orthogonal matrices whose determinants are 1. SU(n)
group is the abbreviation for “n-order special unitary
group”, which is a group of all n-by-n unitary matrices
with unit determinants.

B. Lie Algebras of SO(n) and SU(n)

In this section, we will discuss the matrix groups SO(n)
and SU(n). One of their important features is that each
of their elements can be generated in the following way

M = eiH . (3)
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Where M is an element of SO(n) or SU(n), and H is a
traceless Hermitian matrix. Moreover, H can be written
as a real linear combination of the bases of some vector
space V which is composed of specific matrices. We call
the bases of space V the generators of the corresponding
Lie group. In vector space V, the operation “[·, ·]”, i.e.
the commutator of two matrices is closed. The vector
space V with the binary operation “[·, ·]” is often called
the Lie algebra of the corresponding Lie group. Now let’s
look for the generators and Lie algebras corresponding to
SO(n) and SU(n).

We first consider the group SO(2). Notice that each ele-
ment of SO(2) represents a rotation on a two-dimensional
plane. To study rotations, one only has to study rotation
through infinitesimal angles, since a rotation through fi-
nite angle can always be achieved by performing a series of
infinitesimal rotations [4]. We notice that an infinitesimal
rotation can be written as

R (θ) ≈ I +A. (4)

Here A is a matrix of order θ, and θ is a small real
parameter controlling the angle of this rotation. Matrix
I is the identity matrix. When θ = 0, R = I, there
is no rotation at all. Then we impose the condition of
orthogonality on R (θ)

RTR ≈
(
I +AT

)
(I +A)

= I +
(
AT +A

)
+ATA = I. (5)

If we want the orthogonality condition to hold to first
order in θ, then we have AT = −A. Notice that there is
only one independent 2-by-2 anti-symmetric matrix

T =

(
0 1
−1 0

)
. (6)

Thus, we know that A = θT , and an infinitesimal rotation
R (θ) must have the form

R(θ) ≈ I + θT . (7)

You may ask: what if I want to have a rotation through
finite angle θ? Here is the answer:

R(θ) = lim
N→∞

[
R

(
θ

N

)]N

= lim
N→∞

(
I +

θT

N

)N
= eθT = eA. (8)

A brutal calculation of the matrix exponent gives

R (θ) = eθT =

(
cos θ sin θ
− sin θ cos θ

)
. (9)

This is exactly the element of SO(2) group that we are
familiar with. Matrix T is called the generator of SO(2).
The way of obtaining a group element R (θ) from the
generator T (as that in Eq. (8)) is called an exponential
map.

We now move on to the group SO(n). It is obvious
that Eq. (4) for infinitesimal rotations and Eq. (5) for
the orthogonality condition still hold, so does the con-
clusion that A must be anti-symmetric. But this time
there are more than one generators for SO(n), that is,
there are more than one linearly independent n-by-n
anti-symmetric matrices. Actually, all n-by-n real anti-
symmetric matrices form a vector space over R, and the
number of linearly independent n-by-n anti-symmetric
matrices is n(n− 1)/2. We can label them as T(kl), then
A can be written as

A =
∑

16k<l6n
θ(kl)T(kl). (10)

Here we select anti-symmetric matrix T(kl) to be [4]

T(kl)ij = δikδjl − δilδjk. (11)

We would like to remind readers that those indices in
parentheses are used to mark matrices, and those indices
outside parentheses are used to represent elements of
matrices. One of the most important conclusions in the
group theory of matrices is that any element of SO(n)
can also be written as

R(θ) = eA = exp


 ∑

16k<l6n
θ(kl)T(kl)


 . (12)

Here A is defined in Eq. (10). In physics, we usually
define

J(kl) = −iT(kl) (13)

to be an Hermitian matrix. At this point, Eq. (12) can
be written as

R(θ) = exp


i

∑

16k<l6n
θ(kl)J(kl)


 = eiH . (14)

Here H = −iA is a traceless Hermitian matrix. It can be
proved that R(θ) given by Eq. (12) has unit determinant.
According to linear algebra, any Hermitian matrix H can
be diagonalized by a unitary matrix W and we can write
H = W †ΛW . Then

det(R) = det
(
eiW

†ΛW
)

= det
(
W †eiΛW

)

= det
(
W †W

)
det
(
eiΛ
)

=
n∏

j=1

eiλj

= ei
∑n
j=1 λj = eitrΛ = eitr(W

†ΛW) = eitrH . (15)

Here we used the cyclic identity of trace. Since H is
traceless, Eq. (15) tells us that det(R) = 1.

Since the commutator of two anti-symmetric matrices
is still an anti-symmetric matrix, so it must can be ex-
pressed as a linear combination all generators, a tedious
calculation shows that

[
T(kl),T(pq)

]
=δkpT(ql) + δlqT(pk)

+ δlpT(kq) + δkqT(lp). (16)
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This leads to commutators of matrices J(kl)

[
J(kl), J(pq)

]
= i (δkpJ(lq) + δlqJ(kp)

+δlpJ(qk) + δkqJ(pl)

)
. (17)

We conclude that any n-by-n special (unit determinant)
orthogonal matrices can be generated by n(n− 1)/2 anti-
symmetric matrices T(kl) through the way of Eq. (12).
Moreover, these matrices T(kl) form the basis of the real
vector space of all n-by-n (real) anti-symmetric matrices,
and there is a closed binary operation “[·, ·]” in this vector
space.

For SU(n), we can use the similar method to obtain its
generators. We first write the n-by-n unitary matrix U
near the identity I to be

U ≈ I + iH. (18)

Here H is a complex matrix with “very tiny” elements. By
asking U†U ≈ (I−iH†)(I+iH) = I−i(H†−H)+H†H =
I to hold to the leading order of H, we get H† = H. Thus,
H has to an Hermitian matrix. Then, as the case in SO(n),
a general unitary matrix U can be written as

U = eiH . (19)

We then have to impose the property “special” on H, in
other word, we have to find the condition under which
the determinant of U is 1. Notice that according to Eq.
(15), we have det(U) = eitrH . This implies that H has to
be traceless.

All n-by-n traceless Hermitian matrices form a real
vector space with dimension n2 − 1. To see this, we first
let H to be purely imaginary. We write H as

H = −iA. (20)

Here A is a real matrix. Then it easy to see that the
Hermicity of H requires A to be an anti-symmetry matrix.
Actually, in this case these traceless Hermitian matrices
H are just matrices J(kl). We then let H = S to be purely
real, then Hermicity of H requires S to be a symmetry
matrix. We define

S(kl)ij = δikδjl + δilδjk −
2

n
δklδij . (21)

Matrices S(kl) in Eq. (21) are both symmetric and trace-
less, and matrices S(kl) with k = l satisfy the identity

n∑

k=1

S(kk) = 0. (22)

Since the commutator of two traceless Hermitian matrices
is still a traceless Hermitian matrix, so it must can be
expressed as a linear combination of all generators. Again,
a tedious calculation shows that

[
S(kl), S(pq)

]
= i (δlpJ(kq) + δlqJ(kp)

+δkpJ(lq) + δkqJ(lp)

)
, (23)

[
J(kl), S(pq)

]
= i (δkpS(lq) + δkqS(lp)

−δlpS(kq) − δlqS(kp)

)
. (24)

There are n(n− 1)/2 linearly independent matrices J(kl),
and because of the existence of Eq. (22), there are n(n+
1)/2 − 1 linearly independent matrices S(kl), put them

together, we have n2−1 generators. For SU(n) we have a
parallel conclusion: any n-by-n special (unit determinant)
unitary matrices can be generated by n2 − 1 traceless
Hermitian matrices J(kl) and S(kl) through the way of
exponential map. These matrices J(kl) and S(kl) also form
the basis of the real vector space of all n-by-n traceless
Hermitian matrices, and there is also a closed binary
operation “[·, ·]” in this vector space.

For a general Lie group G, suppose it has N generators
Ta that form the basis of some vector space V. Usually
the commutators (not necessarily the commutators of
matrices now) between generators can be expressed as

[Ta, Tb] = ifabcTc, (25)

with fabc referred to as the structure constants. In the
above formula we used Einstein’s summation convention.
The vector space V above, together with the map “[·, ·]”
from V × V to V is referred to as the Lie algebra of Lie
group G.

C. Representation Theory

A linear representation σ of groupG is a homomorphism
from G to GL(V )[5]. Here, GL(V ) is the group of all
invertible linear transformations that act on vector space
V . We assume that V is a vector space over C. According
to linear algebra, when a set of base vectors is selected
in the vector space V , an isomorphism will form between
GL(V ) and GL(n;C), where GL(n;C) is the group of
n × n invertible matrices with complex entries. So, in
general, a linear representation of a group G can also be
considered as a homomorphism from G to GL(n;C).

In the context of quantum mechanics, the vector space
V usually appears to the Hilbert space H of kets. Then,
a representation σ of a group G is a map from G to the
set of all invertible linear operators over H that preserves
the group multiplication

σ(g1 · g2) = σ(g1)σ(g2). (26)

In the above formula, the group multiplication at the
right side of the equal sign is the multiplication of linear
operators.

If there is a non-trivial subspace W of V that is in-
variant under the action of all σ(g), g ∈ G, then we say
representation σ of G is reducible, otherwise we say σ is
irreducible. If group G has an irreducible representation
over vector space V , we call the dimension D of V the
dimension of irreducible representation.

One of the most important results in representation the-
ory is that the dimensions D of irreducible representations
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of a given group are limited. In other words, a group
cannot have an irreducible representation of arbitrary
dimension.

In order to understand the degeneracy of the n-
dimensional isotropic harmonic oscillator, we consider
a SU(n) tensor T with m lower indices. When the basis
of vector space V is transformed according to a matrix
U in SU(n), the components of tensor T are transformed
according to the following rule:

T ′i1i2···im = Ui1j1Ui2j2 · · ·UimjmTj1j2···jm . (27)

Here, we used Einstein’s summation convention. It is
obvious that the component T ′i1i2···im is a linear combi-
nation of the components Tj1j2···jm . Moreover, if all the
components of tensor T are arranged into a vector, the
correspondence between the transformation matrix D(U)
of this vector and U is exactly a homomorphism [4], this
means that D is a linear representation of SU(n). But
for a general tensor T , D is usually irreducible.

To see this, let’s consider a SO(2) tensor T with two
lower indices, and one of its components is Tij . Loosely
speaking, we can regard its components Tij as abstract
vectors marked with i and j. At this time, the components
of T obeys the following transformation:

T ′ij = R (θ)ikR (θ)jlTkl. (28)

According to Eq. (9), we can know the transformation
law of the vector composed of T ’s components is



T ′11

T ′12

T ′21

T ′22


 = D [R (θ)]



T11

T12

T21

T22


 . (29)

Where matrix D [R (θ)] is



cos2 θ 1
2 sin 2θ 1

2 sin 2θ sin2 θ
− 1

2 sin 2θ cos2 θ − sin2 θ 1
2 sin 2θ

− 1
2 sin 2θ − sin2 θ cos2 θ 1

2 sin 2θ
sin2 θ − 1

2 sin 2θ − 1
2 sin 2θ cos2 θ


 . (30)

It can be proved that

D [R (θ1)] D [R (θ2)] = D [R (θ1 + θ2)]

= D [R (θ1)R (θ2)] . (31)

This shows that D is indeed a group homomorphism from
SO(2) to GL(4;C), and hence a representation of SO(2).
However, this four-dimensional representation is reducible
because the trace of T is invariant under transformations:

T ′ii = RikRilTkl = RT kiRilTkl = δklTkl = Tkk. (32)

This means that the one-dimensional subspace generated
by Tii = T11 + T22 is invariant under the action of all
D [R (θ)].

For a general SO(n) or SU(n) tensor T with two lower
indices, we know that

Tij =
1

2
(Tij + Tji) +

1

2
(Tij − Tji) = Sij +Aij . (33)

Here Sij = (Tij + Tji)/2 and Aij = (Tij − Tji)/2 are the
symmetric and anti-symmetric parts of Tij . The tensor T
has n(n+ 1)/2 independent non-zero symmetric compo-
nents and n(n−1)/2 independent non-zero antisymmetric
components. It is easy to prove that they also obey the
transformation law of tensors. Thus, the set of all com-
ponents of T have some subsets that any component in
one of these subsets only becomes a linear combination of
other components in this subset during transformations.

It can be proved that if a SU(n) tensor T is completely
symmetric about its m lower indices, then the transforma-
tion matrix of the vector formed by all T ’s independent
components is irreducible [4], and the dimensional of this
irreducible representation is

Dm [SU (n)] =

(
m+ n− 1

n− 1

)
. (34)

In fact, Eq. (34) represents the number of independent
components of the tensor T . It can be obtained by consid-
ering the problem of putting m indistinguishable balls in n
boxes. While for SO(n), T not only has to be completely
symmetric, but also has to to be traceless in respect to
any two indices [4], i.e.

δi1i2Ti1i2···im = 0. (35)

Here we use the trace in respect to the indices i1 and
i2, this is because T is completely symmetric. Equation
(35) further reduces the number of non-zero independent
components of T by Dm−2 [SU (n)]. Then, the irreducible
furnished by T ’s independent components has dimension

Dm [SO (n)] =

(
m+ n− 1

n− 1

)
−
(
m− 2 + n− 1

n− 1

)

=
n+ 2m− 2

n− 2

(
m+ n− 3

m

)
. (36)

Finally, we point out the role of Lie algebra in con-
structing representations of a given group. Suppose we
have a real linear map φ between Lie algebras of group
G and GL(V ) that also preserves the structure of Lie
algebra

φ([X,Y ]) = [φ(X), φ(Y )]. (37)

Then we can define a map σ from G to GL(V ) such that

σ(eiH) = eiφ(H), (38)

for every g = eiH of Lie group G. Using B-C-H formula
[5], one can verify that σ is a (“local”) homomorphism,
in other words, σ is a representation of G.

III. SU(N ) SYMMETRY OF THE ISOTROPIC
HARMONIC OSCILLATOR

A. Symmetry in Quantum Mechanics

In many cases, quantum mechanical systems exhibit
some symmetry. The so-called symmetry is the invariance
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of the system’s Hamiltonian under certain transformation
operations. For example, for a system with spherical
potential energy V (r), the Hamiltonian of the system

H =
p2

2m
+ V (r) , (39)

is invariant under the rotation transformation

r → r′ = R−1r. (40)

Here R is a special orthogonal matrix that depicts a
rotation in coordinate space, and r is the position vector.
Equation (40) is a symmetry operation of Hamiltonian
(39). All these operations form a group, and we use G to
represent it. For the Hamiltonian described in Eq. (39),
the group G has subgroup SO(3).

On the other hand, transformations in quantum me-
chanics are usually associated with unitary operators. We
donate the symmetry group G of Hamiltonian H to be the
set of all unitary operators O that leave the Hamiltonian
invariant under transformation

O†HO = H. (41)

If |ψ〉 if an eigenstate of H with energy Em, then for any
O ∈ G

HO |ψ〉 = O(O†HO) |ψ〉 = OH |ψ〉 = EmO |ψ〉 . (42)

This means O |ψ〉 is also an eigenstate of H with energy
Em, in other words, the eigenspace Em belonging to the
eigenvalue Em is invariant under the action of O.

Generally speaking, group G and group G are isomor-
phic [1]. Since elements of G are linear operators, the
isomorphism between G and G provides a representation
of G over Hilbert space H. This representation is usu-
ally irreducible when restricted to an eigenspace of the
Hamiltonian H.

One of the main points in analyzing the symmetry of
a given Hamiltonian H is that, when restricted to an
eigenspace Em, the isomorphism between G and G is an
irreducible representation of G over Em [1]. Therefore,
the dimension of the eigenspace Em is also the dimension
of an irreducible representation of G.

B. Symmetry via Ladder Operators

Consider the Hamiltonian of the n-dimensional isotropic
harmonic oscillator:

H =
n∑

i=1

(
1

2m
p2
i +

1

2
mω2x2

i

)
. (43)

We define the j-th annihilation operator aj to be [2]

aj =
1√

2~mω
(ipj +mωxj) , (44)

its Hermitian conjugate is the j-th creation operator

a†j =
1√

2~mω
(−ipj +mωxj) . (45)

Using the canonical commutation relations [2], we readily
get

[ak, al] =
[
a†k, a

†
l

]
= 0,

[
ak, a

†
l

]
= δkl. (46)

By using annihilation and creation operators, the Hamil-
tonian can be rewritten as

H = ~ω
n∑

i=1

(
a†iai +

1

2

)
. (47)

Then, one of the eigenstates belonging to the mth energy
level

Em =
(
m+

n

2

)
~ω, (48)

can be written as

|ψ〉 = a†i1a
†
i2
· · · a†im |0〉 , (49)

where |0〉 is the ground state, and values of i1, i2, · · · , im
can range from 1 to n. It should be noted that since

a†i1 , a
†
i2
, · · · , a†im are mutually commutative, state |ψ〉 in

Eq. (49) is completely symmetric with respect to indices
i1, i2, · · · , im.

We say the n-dimensional harmonic oscillator has a
SU(n) symmetry, which means the Hamiltonian is invari-
ant under the transformation

ai → a′i =
n∑

j=1

Uijaj , (50)

where Uij is the matrix element of the special unitary
matrix U that features the transformation. It’s easy
to verify that the Hamiltonian is invariant under this
transformation, since the new Hamiltonian H is

H = ~ω
n∑

i=1

[
(a′i)

†
a′i +

1

2

]

= ~ω
n∑

i=1

(
n∑

k=1

n∑

l=1

U†kiUila
†
kal +

1

2

)

= ~ω

(
n∑

k=1

n∑

l=1

δkla
†
kal +

1

2

)

= ~ω

(
n∑

k=1

a†kak +
1

2

)
= H. (51)

Transformation (50) also preserves the structure of com-
mutators

[a′k, a
′
l] = a′ka

′
l − a′la′k

= UkiUlj (aiaj − ajai) = 0, (52)
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[
(a′k)

†
, (a′l)

†
]

= (a′k)
†

(a′l)
† − (a′l)

†
(a′k)

†
= 0. (53)

Here we used Einstein’s summation convention. We also
have

[
a′k, (a

′
l)
†
]

= UkiU
∗
ljaia

†
j − U∗ljUkia†jai

= UkiU
∗
lj

(
aia
†
j − a†jai

)

= UkiU
∗
ljδij = UkiU

†
il = δkl. (54)

Under transformation described in Eq. (50), the eigen-
state is transformed to:

|ψ′〉 =
(
a′i1
)† (

a′i2
)† · · ·

(
a′im
)† |0〉

= Ui1j1Ui2j2 · · ·Uimjma†j1a
†
j2
· · · a†jm |0〉 . (55)

Note that the eigenstate |ψ〉 transforms like a completely
symmetric tensor with m lower indices, so Eq. (34) tells
us that the degeneracy of Em should be

dm =

(
m+ n− 1

n− 1

)
. (56)

For n = 3 we have

dm =
1

2
(m+ 1) (m+ 2) , (57)

which is far beyond what SO(n) implies in Eq. (36) when
n = 3:

dm = 2m+ 1. (58)

C. Symmetry via Generators

A clearer and more elegant way to construct the rep-
resentation of SU(n) is by using Lie algebra. Note that
we have found the Lie algebra of SU(n), if we find all
generators of symmetry group G and the map φ satisfies
Eq. (37) then Eq. (38) will automatically give us the
desired representation.

We define [6]

Jkl =
xkpl − xkpl

~
= i
(
aka
†
l − a

†
kal

)
. (59)

Then Jkl is anti-symmetric in respect to k, l, and define

Skl =
2

~ω

(
1

2m
pkpl +

1

2
mω2xkxl −

1

n
Hδkl

)

= a†kal + aka
†
l −

2H

n~ω
δkl. (60)

Then Skl is symmetric in respect to k, l, and we also have

n∑

k=1

Skk = 0. (61)

There are n(n − 1)/2 linear independent Jkl and n(n +
1)/2− 1 linear independent Skl. Thus, the total number
of linear independent Jkls and Skls is n2− 1. It is easy to
verify that all of them are conserved quantities, in other
words, all of them commute with Hamiltonian H

[Jkl, H] = [Skl, H] = 0. (62)

Noether’s theorem tells us that each generator of con-
tinuous symmetry corresponds to a conserved quantity.
Therefore, it is natural to guess that each conserved quan-
tity should also correspond to a generator of the symmetry
group. A somewhat tedious calculation shows that the
commutators of Jkls and Skls are

[Jkl, Jpq] = i (δkpJlq + δlqJkp + δlpJqk + δkqJpl) , (63)

[Skl, Spq] = i (δlqJkp + δlpJkq + δkqJlp + δkpJlq) , (64)

[Jkl, Spq] = i (δkqSlp + δkpSlq − δlqSkp − δlpSkq) . (65)

They have the form same as Eq. (17), (23) and (24). This
means the symmetry group G of Hamiltonian H of the
n-dimensional isotropic harmonic oscillator (generated by
Jkls and Skls) has the same structure constants as that
of SU(n).

Let φ denotes the linear map that maps generators J(kl)

and S(kl) of SU(n) to Jkl and Skl of G respectively. Then,
Eq. (37) holds and Eq. (38) gives the representation of
SU(n).

IV. CONNECTION WITH CLASSICAL
MECHANICS

In classical mechanics, if a mechanical quantity F does
not explicitly contain time, then the necessary and suffi-
cient condition for it to be a conserved quantity is that it
commutes with the Hamiltonian H [7], that is

[F,H] = 0. (66)

Here “[·, ·]” is the Poisson bracket in classical mechanics.
For two mechanical quantities ϕ and ψ, their Poisson
bracket is

[ϕ,ψ] =
s∑

α=1

(
∂ϕ

∂qα

∂ψ

∂pα
− ∂ϕ

∂pα

∂ψ

∂qα

)
. (67)

Here qα and pα are generalized coordinates and canonical
momentum, s is the degree of freedom of this system. If
F is conserved quantity, then the infinitesimal canonical
transformation [7] generated by F

Qα = qα + ε
∂F (q, p)

∂pα
, (68)

Pα = pα − ε
∂F (q, p)

∂qα
, (69)
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leaves the Hamiltonian H unchanged, since

δH =

s∑

α=1

(
∂H

∂qα
δqα +

∂H

∂pα
δpα

)

= ε
s∑

α=1

(
∂H

∂qα

∂F

∂pα
− ∂H

∂pα

∂F

∂qα

)

= ε [H,F ] = 0. (70)

That is to say, F is a generator of the canonical transform
group that keeps the Hamiltonian unchanged. By analogy,
we can find that mechanical quantities defined as

Jkl = xkpl − xlpk, (71)

Skl =
2

ω

(
1

2m
pkpl +

1

2
mω2xkxl −

1

n
Hδkl

)
. (72)

are all conserved in classical mechanics, that is, they all
commute with the Hamiltonian H of the n-dimensional
isotropic harmonic oscillator. And moreover, commuta-
tors (Poisson bracket) of them are closed:

[Jkl, Jpq] = Jplδkq + Jqkδlp + Jkpδlq + Jlqδkp, (73)

[Skl, Spq] = δlqJkp + δlpJkq + δkqJlp + δkpJlq, (74)

[Jkl, Spq] = δkqSlp + δkpSlq − δlqSkp − δlpSkq. (75)

Equation (73), (74) and (75) will have the same form
as Eq. (17), (23) and (24) if one further multiplies Jkl
and Skl in Eq. (71) and (72) by an imaginary unit “i”.
This means that the n-dimensional harmonic oscillator in
classical mechanics also has the SU(n) symmetry [7].

Actually, if we define a similar quantity aj in classical
mechanics using Eq. (44), then the real and imaginary

parts of the transformation (50) will give a canonical
transformation of the generalized coordinates and the
generalized momenta [8], and this canonical transforma-
tion keeps the Hamiltonian unchanged.

V. DISCUSSION

By using the basic knowledge of group theory, we
demonstrated the the SU(n) symmetry of the n-
dimensional isotropic harmonic oscillator through two
different ways.

We first studied the SU(n) symmetry of the harmonic
oscillator by using ladder operators. After defining the
annihilation and creation operators, we can directly give
the unitary transformation that keeps the Hamiltonian
invariant. The annihilation operators then transform
like n-dimensional vectors while eigenstates transform
like completely symmetric tensors, whereby we give the
degeneracy of the isotropic harmonic oscillator.

We then demonstrated the SU(n) symmetry of the n-
dimensional isotropic harmonic oscillator using generators.
We found the generators of those unitary transformations
that keep the Hamiltonian unchanged, and they have
exactly the same Lie algebra structure as that of the
SU(n) group.

Finally, we point out that, in parallel with its quan-
tum mechanics counterpart, the n-dimensional isotropic
harmonic oscillator in classical mechanics possesses the
same symmetry property. We also give the generators of
infinitesimal canonical transformations.

In summary, the n-dimensional isotropic harmonic os-
cillator provides a good model for studying the dynamical
symmetry.

ACKNOWLEDGMENTS

The author is very grateful to Dr. Jolyon Bloomfield
for providing this topic and related references. At the
same time, the author would like to thank teaching as-
sistants Mark Weitzman and Jim Freericks for their help
in learning group theory. The author also expresses his
gratitude for the advice provided by Lyu Xinliang.

[1] A. W. Joshi, Elements of group theory for physicists. New
Age International, 1997.

[2] J. J. Sakurai, J. Napolitano, et al., Modern quantum
mechanics. Pearson Harlow, 2014.

[3] G. A. Baker and Jr, “Degeneracy of the n-dimensional,
isotropic, harmonic oscillator,” Phys Rev 103 (1956)
no. 103, 1119–1120.

[4] A. Zee, Group theory in a nutshell for physicists, vol. 17.
Princeton University Press, 2016.

[5] B. Hall, Lie groups, Lie algebras, and representations: an
elementary introduction, vol. 222. Springer, 2015.

[6] G. Maiella, “A general analysis of the dynamical
symmetries of the n-dimensional harmonic oscillator,” Il
Nuovo Cimento A (1971-1996) 52 (1967) no. 4,
1004–1014.

[7] H. Goldstein, Classical Mechanics. Pearson Education
India, 2002.

[8] P. Kramer, M. Moshinsky, and T. Seligman, “Complex
extensions of canonical transformations and quantum
mechanics,” in Group theory and its applications,
pp. 249–332. Elsevier, 1975.



Energy Levels of the Hydrogen Atom Via Sommerfeld’s
Old Quantum Theory and The Relativistic Dirac Equation

Mark Weitzman
(Dated: June 11, 2019)

The exact energy levels of the Hydrogen atom (up to fine structure but excluding hyperfine,
Lamb, and finite nuclear size effects), can be obtained by solving the relativistic Dirac equation, via
separation of variables, in a manner similar to Schrödinger’s non-relativistic solution. These energy
levels are given by a formula that is relatively complex involving nested square roots. In this paper
we discuss and compare the remarkable calculation, almost a full decade before Dirac, by Sommerfeld,
using the old quantum theory extended to take into account the relativistic velocity of the electron
in its elliptic orbit, with Dirac’s calculation using his celebrated wave equation. Sommerfeld’s theory
has no spin and no wave mechanics. Dirac’s theory was the first relativistic wave mechanical equation
which naturally incorporated spin 1/2. Yet the two theories are in exact agreement on the Hydrogen
atom energy levels. We conclude with a very brief discussion of a resolution of this ”Sommerfeld
Puzzle” by Biedenharn [1], using the underlying symmetries of the problem.

I. INTRODUCTION

The calculations by Bohr, Sommerfeld, and Dirac of the
energy levels of the Hydrogen atom and their remarkable
agreement with experiment represents one of the high
points of 20th century theoretical physics. Bohr’s calcu-
lation using circular orbits and quantization of angular
momentum was the first application of the developing
quantum theory, pioneered by Planck, Einstein, and De-
bye to modeling atoms [3]. But Bohr’s calculation was
limited, in that they applied only to circular orbits, and
single electron atoms.

In a series of papers in 1915-1916, and exposited in his
influential book [2], Sommerfeld extended these calcula-
tions to elliptical orbits using what are now known as the
Bohr-Wilson-Sommerfeld quantization conditions. This
extension of the old quantum theory had some limited
success in treating effects of electric and magnetic fields
on atomic states[3]. But its greatest success was in the
calculation of the fine structure of the hydrogen atom
spectrum.

Using elliptical orbits, phase space quantization con-
ditions, and classical mechanics extended to relativistic
dynamics, Sommerfeld was able to arrive at an exact ex-
pression that completely agreed with experiment. This
was a remarkable achievement for the old quantum the-
ory, and led to the incorporation of some of the most
advanced techniques of classical mechanics in the devel-
oping old quantum theory formalism. These techniques
included Hamilton-Jacobi theory, action angle variables,
and perturbation techniques from celestial mechanics [4].

Modern quantum mechanics began with Schrödinger’s
wave mechanics and Heisenberg’s matrix mechanics for-
mulations, which Dirac and others later showed to be
equivalent. While both were successful at reproducing
the Bohr energy levels, Schrödinger’s attempts at a rela-
tivistic generalization (using what is now referred to as
the Klein-Gordon equation) failed to agree with the fine
structure spectrum [5].

Dirac [6] successfully tackled the problem by develop-

ing his famous relativistic spin 1/2 equation. The Dirac
expression for the hydrogen fine structure energy levels
agrees completely with Sommerfeld’s expression devel-
oped a decade earlier. This agreement between two quite
dissimilar theories, the first by Sommerfeld which has no
wave mechanics and no spin, and the second by Dirac
which is a relativistic wave equation that naturally incor-
porated spin is sometimes referred to as the “Sommerfeld
Puzzle”.

In section II we discuss Sommerfeld’s derivation of
the hydrogen atom energy levels including fine structure.
In section III, we discuss the Dirac calculation using
the separation of coupled differential equations. Finally
in section IV we briefly discuss Biedenham’s symmetry
arguments and resolution of the “Sommerfeld puzzle”.

II. SOMMERFELD’S CALCULATION

The Bohr model begins with the assumption of cir-
cular orbits, and the quantization condition mvr = n~.
Sommerfeld extended these quantization conditions to all
canonical variables in the problem

∮
pk dqk = nkh. (1)

For the case of elliptical orbits in a plane (Sommerfeld
also treated the case of three dimensional orbits) there
are now two variables which need quantization r and φ,
and the quantization conditions are

∮ 2π

0

pφdφ = nφh and

∮

orbit

prdr = nrh. (2)

Sommerfeld’s result for the energies (we opt to show
the relativistic calculation below rather than the non-
relativistic calculation), leads to the same values as the
Bohr energy levels

E = −mc
2

2

Z2α2

(nr + nφ)2
, (3)



2

with the main difference being the added degeneracies in
the energy levels, due to their being two integer quantum
numbers. In a more exact relativistic calculation, these
degeneracies will be broken, and will lead to the fine
structure.

We choose to closely follow Biedenharn [1] in avoiding
the Hamilton-Jacobi/action angle variables techniques [7],
and instead proceed with a direct calculation of phase
integrals using relativistic Kepler orbits. For an electron
bound to a nucleus of positive charge Z, the Coulomb

potential is Φ = Z|e|
r ,A = 0 (our notation is e < 0),

and the relativistic Hamiltonian can be obtained by the
usual substitutions E → E − eΦ,p → p − eA/c in the
relativistic energy momentum relation

E2 = p2c2 + (mc2)2, (4)

(
H +

Ze2

r

)2

= p2c2 + (mc2)2. (5)

As in the classical Kepler problem we use radial and
angular components of momentum with the corresponding
relativistic expressions,

pr =
mṙ√
1− v2

c2

= γmṙ (6)

pφ =
mr2φ̇√
1− v2

c2

= γmr2φ̇. (7)

Continuing to mimic the classical calculation we define
u = 1

r and observe that pr
pφ

= −dudφ . Substituting into Eq.

(5) leads to:

(
H + Ze2u

mc2

)2

= 1 +
( pφ
mc

)2
[(

du

dφ

)2

+ u2

]
. (8)

Upon differentiating the above equation, one obtains an
easily solvable linear differential equation for the orbit.

d2u

dφ2
+ Γ2u = CΓ2 where, (9)

1− Z2e4

c2p2
φ

≡ Γ2 and (10)

Ze2H

p2
φΓ2c2

≡ C. (11)

The solution can be verified as

1

r
≡ u =

1

a

(
1 + ε cos(Γφ)

1− ε2

)
(12)

C =
1

a(1− ε2)
, (13)

where we have chosen the constants to correspond to the
standard parameters for an ellipse with semi-major axis
a, and the eccentricity of the orbit ε.

Actually because ΓΦ is the parameter of the cosine
function, our solution is not an ellipse but a rotating ellipse
whose perihelion is precessing in the same direction as the
orbit see Figure 1. The precession per orbit is 2π( 1

Γ − 1),

and if we substitute Ze2 → GMm, and use Kepler’s 3rd
law along with Eq. (10), we obtain a precession per orbit
for a planet of

πGM

c2a(1− ε2)
(14)

which is 1/6 of the well known general relativistic result.
[8], [9].

Figure 1. Precession of elliptical orbits

Thus the true periodic action angle variable is ψ ≡ Γφ.
We now use the quantization conditions stated earlier Eq.
(2) noting that whereas for pφ, we integrate from φ = 0 to
φ = 2π, for pr we must integrate from ψ = 0 to ψ = 2π
in order for the radial variable to repeat (perihelion to
perihelion):

∫ φ=2π

φ=0

pφdφ = nφh (15)

∫ ψ=2π

ψ=0

prdr = nrh (16)

Since, angular momentum is conserved for a central
force potential, we immediately obtain from Eq. (15)

pφ = nφ~ (17)

To solve the radial momentum integral, we earlier ob-
served that pr

pφ
= −dudφ , which implies

prdr = pφ

(
1

r

dr

dφ

)2

dφ = pφε
2Γ

sin2 ψ

(1 + ε cosψ)2
dψ, (18)

using Eq. (9). Substituting into Eq. (16), we obtain the
radial quantum condition.

1

2π

∫ ψ=2π

ψ=0

ε2 sin2 ψ dψ

(1 + ε cosψ)2
=

nr
Γnφ

. (19)
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The integral is elementary, and the LHS evaluates to
(1−ε2)−

1
2−1.This now gives us one of the orbit parameters

ε in terms of the quantum numbers nr,, nφ (note that Γ
is given by Eq. (10), and pφ is given by Eq. (17)),

ε2 = 1− 1
(

1 + nr
Γnφ

)2 . (20)

The second orbit parameter a, can be obtained from Eqs.
(11), (13), and (17),

a =
n2
φΓ2~c

ZαH(1− ε2)
. (21)

Substituting the values of the orbit parameters a, ε into
the orbit equation (12), and then into Eq. (8) leads
after a couple of pages of unilluminating algebra [10], to
Sommerfeld’s celebrated equation (Note the corresponding
equation (20) in Biedenharn’s paper is missing a square
on the bracketed term in the denominator)

H = mc2


1 +

α2Z2

[
nr +

√
n2
φ − α2Z2

]2




− 1
2

. (22)

III. THE DIRAC CALCULATION

Dirac developed his landmark equation [6] with the
intention of finding a relativistic equation for the electron
which overcame some of the difficulties of the relativistic
Schrödinger/Klein-Gordon (KG) equation. One of the
main difficulties concerned the lack of a positive definite
conserved probability current. This problem was traced
to the appearance of a second order time derivative in the
KG equation, which follows from the relativistic energy
momentum relation Eq. (4). In contrast a positive definite
conserved probability current is readily obtained for the
non-relativistic Schrd̈inger equation due to its being first
order in the time derivative.

Dirac looked for an equation that was first order in the
time derivative, and also first order in spatial derivatives,
in order to treat time and space symmetrically as is re-
quired by relativity. The coefficients of the spatial and
time derivatives could not be ordinary numbers as then
the equation would not even be rotationally invariant, let
alone Lorentz invariant. Thus Dirac tried a linear first
order equation with matrices, and this led to tremendous
success as it was found to naturally incorporate spin and
antiparticles, and had the correct non-relativistic limit.
Aditionally as first shown by Darwin it leads to the correct
fine structure for Hydrogen [11].

Below we will show the Dirac equation including the
incorporation of electromagnetic potentials, develop con-
stants of the motion, and then separate the equation in
a central potential. Finally we will solve the coupled

differential equations for the exact energies in a Coulomb
potential, and compare with Sommerfeld’s equation. Dis-
cussions of the Dirac equation and its solutions in the
Hydrogen atom are treated in the following well known
texts: [5], [12], [13], and [14].

A. Dirac Equation in Electromagnetic Potentials

The Dirac equation in non-covariant Hamiltonian form
is

i~
∂ψ

∂t
=
(
cα · p + βmc2

)
ψ, (23)

where ψ is a four-component object, known as a Dirac
spinor, and α, β are a set of four 4-dimensional matrices
satisfying

α2
i = β2 = 1

{αi, αj} ≡ αiαj + αjαi = 2δij (24)

{αi, β} ≡ αiβ + βαi = 0

In the Dirac-Pauli energy representation they can be
explicitly represented as

αi =

(
0 σi
σi 0

)
, β =

(
1 0
0 −1

)
, (25)

where the σi are the standard Pauli matrices, and 1 is
the two dimensional identity matrix. Following the previ-
ous classical prescription for introducing electromagnetic
potentials (minimal coupling), and working with energy
eigenstates, we obtain

(E − eΦ)ψ =

(
cα ·

(
p− e

c
A

)
+ βmc2

)
ψ. (26)

For a central potential V = eΦ, and A = 0,

Hψ = Eψ =
(
cα · p + βmc2 + V

)
ψ. (27)

B. Constants of the Motion

The Dirac equation incorporates spin 1/2 particles, so it
is no surprise that the total angular momentum operator
would involve orbital and spin angular momentum, and
be conserved in a central potential. Thus we define the
relativistic spin operator as Σ (basically just the diagonal
4 dimensional version of the Pauli matrices, and the total
angular momentum operator (an operator like L not in
matrix form is assumed to be multiplied by the four
dimensional identity matrix) as

Σ ≡
(
σ 0
0 σ

)
(28)

J = L +
~
2

Σ (29)
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Using the usual commutation properties of angular mo-
mentum operators, [Li, S] = 0, [Li, Vj ] = i~εijkVk, where
S,V are respectively scalar and vector operators it is
easy to show that J commutes with the Hamiltonian
(although we sometimes use the explicit Dirac-Pauli rep-
resentation, all of these properties can be established in a
representation-free independent manner). Below we use
Einstein summation convention for repeated indices.

[H,Lx] =
[
cα · p + βmc2 + V (r), Lx

]

= c[αipi, Lx] + [V (r), Lx]

= −i~cαypz + i~cαzpy (30)

[H,Σx] = [cαipi + βmc2 + V (r),Σx]

= c[αi,Σx]pi = −2icαzpy + 2icαypz (31)

From Eqs. (30) and (31) it follows that [H,Jx] = 0, and
thus generalizing to all components, J is a constant of
the motion.

The next constant of the motion physically involves
whether the spin is parallel or antiparallel to the orbital
angular momentum i.e. whether in the non-relativistic
theory j = l + 1/2, or j = l − 1/2. The situation is a
little more complicated relativistically and we define an
operator K = β(Σ·L+~). We will show that the operator
K is conserved using an explicit representation of H,K

H =

(
mc2 + V (r) cσ · p
cσ · p −mc2 + V (r)

)
(32)

K =

(
σ · L + ~ 0

0 −(σ · L + ~)

)
. (33)

In computing [H,K], using [L, V (r)] = 0 (since V(r) is a
scalar) we only have to verify

− c(σ · p)(σ · L + ~)− c(σ · L + ~)(σ · p) = 0 (34)

which follows using the commutator for [Li, pj ], and the
identity (σ · p)(σ ·L) = iσ ·p×L, since p ·L = 0. Using
the same techniques it follows also that [J,K] = 0.

Finally we have that in a central potential the oper-
ators H,K,J2,J all commute with each other, and we
can use simultaneous eigenfunctions with corresponding
eigenvalues that we will denote by E,−κ~, j(j+ 1)~2, jz~.

C. Separation in Central Force Potential

We write ψ =

(
ψA
ψB

)
, where ψA, ψB are each two-

components spinors. In the non-relativistic approxima-
tion, the upper components ψA correspond to the usual
Pauli two-component spinor for the electron, and the bot-
tom two components ψB are smaller by a factor of v/c.
In the Dirac-Pauli representation the K, and Σ operators
are diagonal - this enables us to make use of the usual
two-component Pauli formalism in constructing angular
eigenfunctions of K,J2, Jz.

The operator L2 when operating on the two-component
spinors is equal to J2−~σ ·L− 3

4~
2, so any eigenfunction

of J2 and K - see Eq. (33) - is also an eigenfunction of L2.
Thus although the complete wave function ψ will not be
an eigenfunction of L2 (since it does not commute with
the Hamiltonian, and K operates differently on each of
ψA, ψB), the separate pieces will be eigenfunctions of L2.

To get the relationship between j, κ, and l values for
ψA, ψB , we make use of the following

K2 = L2 + ~Σ · L + ~2 (35)

J2 = L2 + ~Σ · L +
3

4
~2 (36)

K2 = J2 + ~2/4 (37)

This implies κ2~2 = j(j + 1)~2 + ~2/4 = (j + 1/2)2~2 or

κ = ±(j + 1/2). (38)

To get the corresponding relations for the values of lA, lB ,
we use Eq. (36), along with (σ · L + ~)ψA = −κ~ψA in
the two dimensional subspaces

L2ψA = lA(lA + 1)~2ψA =

(
J2 − ~σ · L− 3

4
~2

)
ψA

=

(
j(j + 1)~2 + (κ+ 1)~2 − 3

4
~2

)
ψA (39)

which implies lA(lA + 1) = j(j + 1) + κ + 1
4 . A similar

analysis for ψB leads to lB(lB+1) = j(j+1)−κ+ 1
4 . Table

I (copied from p.124 of [14]) summarizes the relations
among j, k, lA, lB .

Table I. Relations among κ, j, lA, lB

lA lB

κ = j + 1/2 j + 1/2 j − 1/2

κ = −(j + 1/2) j − 1/2 j + 1/2

With these relations we can construct the full angu-
lar parts of the eigenfunction for ψA, ψB. The Pauli
two-component theory (addition of angular momenta)
[15],[13],[14], gives

ϕ+
j,j3

=



√

l+ 1
2 +j3

2l+1 Y
j3− 1

2

l√
l+ 1

2−j3
2l+1 Y

j3+1/2
l



(
j = l +

1

2

)
(40)

ϕ−j,j3 =


−

√
l+ 1

2−j3
2l+1 Y

j3− 1
2

l√
l+ 1

2 +j3
2l+1 Y

j3+1/2
l



(
j = l − 1

2

)
(41)

Notice the two ϕ’s have opposite parity, since their l values
differ by 1. When grouped together in a four component
spinor, the spinor will be a parity eigenstate, since the
parity operator in the Dirac theory is given by β, so the
opposite signs from the l values will be canceled by the
opposite signs from the β operator.
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The wave function ψ can then be written as

(
ψA
ψB

)
=

(
g(r)ϕAj,j3
if(r)ϕBj,j3

)
(42)

where ϕA = ϕ+, ϕB = ϕ− for κ = −(j + 1/2), and
ϕA = ϕ−, ϕB = ϕ+ for κ = (j + 1/2). Additionally the
radial wave functions depend on κ. The Dirac equation
using the explicit form of the Hamiltonian operator Eq.
(32) is then

cσ · pψB = (E − V −mc2)ψA

cσ · pψA = (E − V +mc2)ψB (43)

To make progress we use a trick (see [13],[14])and rewrite

σ · p =
1

r2
(σ · x)(σ · x)(σ · p)

=
(σ · x)

r2

(
−i~r ∂

∂r
+ iσ · L

)
. (44)

We also use the fact that σ·x
r is a pseudo-scalar operator,

and acting on ϕA, ϕB , gives −ϕB ,−ϕA respectively (with
the phase conventions we are using in Eqs (40), (41).
This is because under a pseudo-scalar operator J2, Jz,L

2

won’t change, but the parity will change. Additionally
the operator applied twice is just the identity operator,
so the phase change must be ±1. This action can also be
painfully verified by using spherical harmonics identities.

Therefore using Eqs. (42),(44),

σ · pψB =
(σ · x)

r2

(
−i~r ∂

∂r
+ iσ · L

)
if(r)ϕBj,j3

= i
(σ · x)

r2

(
−i~r df

dr
+ i(κ− 1)~f

)
ϕBj,j3 (45)

= −
(
~
df

dr
+

(1− κ)~
r

f

)
ϕAj,j3 (46)

In exactly the same manner we also obtain

σ · pψA =

(
i~
dg

dr
+ i

(1 + κ)~
r

f

)
ϕBj,j3 . (47)

Now substituting in the Dirac Equation (43), the angular
parts cancel and we obtain coupled differential equations
for the radial wave functions f(r), g(r)

−c~df
dr
− (1− κ)~c

r
f = (E − V −mc2)g (48)

c~
dg

dr
+

(1 + κ)~c
r

g = (E − V +mc2)f. (49)

D. Solving the Coupled Differential Equations

As in the non-relativistic radial equation we substitute
F (r) = rf(r), G(r) = rg(r) to obtain

~c
(
dF

dr
− κ

r
F

)
= −(E − V −mc2)G (50)

~c
(
dG

dr
+
κ

r
G

)
= (E − V +mc2)F (51)

With V = −Ze2r , and the following substitutions

α1 =
mc2 + E

~c
, α2 =

mc2 − E
~c

(52)

ρ =
√
α1α2r, γ =

Ze2

~c
= Zα

we will have dimensionless coupled DE’s

dF

dρ
− κ

ρ
F =

(√
α2

α1
− γ

ρ

)
G (53)

dG

dρ
+
κ

ρ
G =

(√
α1

α2
+
γ

ρ

)
F. (54)

We attempt the usual power series solution, and try

F = e−ρρs
∞∑

m=0

amρ
m, G = e−ρρs

∞∑

m=0

bmρ
m (55)

where a0 6= 0, and b0 6= 0 (From the coupled equations Eqs.
(53),(54) we can see that s the smallest non-zero power
of ρ must be the same for both F,G). Using the power
series in Eqs (53), (54) leads to the following equations
for the coefficients of the ρsρq−1 for q > 0

(s+ q − κ)aq − aq−1 + γbq −
√
α2/α1bq−1 = 0 (56)

(s+ q + κ)bq − bq−1 − γaq −
√
α1/α2aq−1 = 0 (57)

For q = 0, the indicial equations are

(s− κ)a0 + γb0 = 0 (58)

−γa0 + (s+ κ)b0 = 0 (59)

Since both a0, b0 are non-zero, the determinant of the
above system must vanish, so

s = ±
√
κ2 − γ2 (60)

Only the positive root is allowed as otherwise the wave
function will diverge at the origin more rapidly than ρ−

1
2 ,

and thus |ψ|(ρ)|2 will also diverge.
We can obtain the asymptotic limit of the power series

by first multiplying Eq. (56) by
√
α1 and subtracting Eq.

(57) multiplied by
√
α2

aq (
√
α1(s+ q − k) +

√
α2γ)

= bq (
√
α2(s+ q + k)−√α1γ) (61)

→ aq = bq
√
α2/α1 (q →∞) (62)
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Substituting this back in Eqs. (56), (57), and again taking
the q →∞ limit, we find

aq
aq−1

=
2

q
,

bq
bq−1

=
2

q
(63)

This implies that both the a, and b series asymptotically
approach eρ, and the solutions F,G will diverge. To avoid
this both power series must terminate, and we will assume
that they terminate with the same integer power (the self-
consistency of assuming this will be shown below). So we
assume their exists an integer n′ such that

an′+1 = bn′+1 = 0, an′ 6= 0, bn′ 6= 0 (64)

Putting q = n′ + 1 in Eqs. (56),(57) leads to an′/bn′ =

−
√
α2/α1 from both equations (this justifies our previous

assumption). Comparing this ratio with that given by Eq.
(61) and using Eq. (52) leads to

γ(α1 − α2) =
√
α1α2(2s+ 2n′) (65)

(s+ n′)
√

(mc2)2 − E2 = Eγ (66)

A little manipulation, and remembering the value of κ
Eq. (38) and s Eq. (60) we finally obtain

E =
mc2√

1 + γ2

(s+n′)2

(67)

E =
mc2√

1 + Z2α2[
n′+
√

(j+ 1
2 )2−Z2α2

]2
(68)

which is identical to the Sommerfeld result Eq. (22)
upon identifying the corresponding integers nr ↔ n′, and
nφ ↔ j + 1

2 . This is truly remarkable!

IV. BIEDENHARN’S ANALYSIS

In his paper on The “Sommerfeld Puzzle” Revisited and
Resolved [1], Biedenharn uses very sophisticated symmetry
arguments and calculations to explain the Sommerfeld
and Dirac calculations. It would be almost impossible
in this short paper to discuss the details of Biedenharn
calculations and argument, and probably also well beyond
the competancy of the author. Instead we will attempt
to summarize some of the more interesting aspects of
Biedenharn’s conclusions.

One explanation of why the Sommerfeld and Dirac
calculation’s agree is that somehow offsetting errors in
Sommerfeld’s calculation cancel. Biedenharn quotes an
explanation from the monograph of Yourgrau and Mandel-
stam [16], “...a valid theory of fine-structure must include
both wave mechanics and spin. Sommerfeld’s explanation
was successful because the neglect of wave mechanics and
the neglect of spin by chance cancel each other in the case
of the hydrogen atom.”

Biedenharn argues that this cannot be correct because
Sommerfeld’s calculation for the non-relativistic Kepler
problem (see Eq. (3)) gives the same energy levels as
the non-relativistic Schrödinger calculations, therefore
“(nonrelativistic) wave mechanics per se makes no change
in the answer.” Indeed Biedenharn goes on to argue
that the proper analog to Sommerfeld’s non-relativistic
calculation is not the non-relativistic Schrödinger theory,
but the non-relativistic Schrödinger-Pauli theory of a spin-
1
2 particle moving in a Coulomb potential. The spin in
this case is an extra degree of freedom that is dynamically
independent thus leading to the same energy levels.

The advantage of incorporating spin is two-fold. First
it makes certain operators (including Hamiltonians) much
easier to factorize as for example

L2 = (σ · L)(σ · L + 1) (69)

J2 = (σ · L + 3/2)(σ · L + 1/2). (70)

Second it enables a symmetry for circular orbits to be du-
plicated and enforced between the classical and quantum
calculations. Biedenharn shows that the analog of the
of the classical eccentricity (which vanishes for circular
orbits) for the non-relativistic quantum system without
spin is

ε =

[
1− l2 + l + 1

N2

]1/2

. (71)

This does not vanish for quantum mechanical circular
orbits (node-less radial probability density) l = N − 1.
But for the non-relativistic spin- 1

2 , the corresponding
eccentricity operator

ε = (1− κ2/N2)1/2 (72)

does vanish for circular orbits.
Using these symmetries Biedenharn establishes the rela-

tionship between the Sommerfeld non-relativistic Kepler
problem, and the Schrödinger-Pauli theory with a dynam-
ically independent spin. He then goes on to establish that
the transformation from the classical non-relativistic Ke-
pler problem to the relativistic Kepler problem, (namely
a transformation to a rotating reference frame), is mim-
icked by a similar transformation from the non-relativistic
quantal Schrödinger-Pauli theory to the Dirac theory.

This transformation brings certain operators to diago-
nal form, and is given by

S = exp

[
− i

2
α · r̂ tanh−1(αZ/H)

]
(73)

and as Biedenharn explains S is a Lorentz boost with
an operator-valued angle, which in the classical limit
corresponds to a Lorentz transformation tangent to the
orbit, and having velocity which exactly reproduces the
Γ factor used in ψ = Γφ for the precessing ellipse in
Sommerfeld’s calculation.

To summarize the logic in Biedenharn’s puzzle resolu-
tion is that symmetries involving circular orbits/operators
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lead to the same energy levels for the non-relativistic Ke-
pler problem, and the quantum Schrödinger-Pauli theory
with dynamically independent spin. This equivalence is
extended by similar transformations involving Lorentz
boosts, to the classical relativistic Kepler problem and
the Dirac theory. While this analysis is subtle and convu-
lated at times it does seem to go a long way to explaining

the equality of Eqs (22) and (68).
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Intrinsically, the possible quantum errors on qubits can be modeled as n-fold tensor product of
single qubit Pauli operators, generating a group . A quantum error-correcting code of length n can
be succinctly constructed by choosing a stabilizer subgroup S of Gn, which constrained to be abelian.
The resultant code is called a stabilizer code and as its name suggests, the code space is invariant
under the action of those operators in its stablizer S. This paper is devoted to study on the usage
of the pre-existing entanglements shared between the sender and receiver in removing the abelian
constraint on S, thus arising to a more general and effective quantum error-correction scheme than
the stabilizer formalism.

I. INTRODUCTION

One of the main applications of quantum mechanics is in
the field of quantum computing. In a quantum computer,
words are represented by n spin-1/2 states with some
known Hamiltonian. Each spin-1/2 state is termed as
a qubit, which can be expressed as a superposition of
spin up | ↑〉 and spin down | ↓〉, that is, a| ↑〉+ b| ↓〉 for
some a, b ∈ C. For convenience, we use |0〉 and |1〉 to

denote | ↑〉 and | ↓〉 respectively. Writing |0〉 =

(
1
0

)
and

|1〉 =

(
0
1

)
isomorphically, they form a basis for the two

dimensional complex vector space C2.

While representing an n qubits state, the notion of
tensor product is used to concatenate the qubits. An n-
qubits state is written as a superposition of some n-tensor

product of single qubit states, each in the form of
n⊗
i=1

|ai〉
(|a1a2 . . . an〉 for brevity) for ai ∈ C. As a result, each
n-qubits state is viewed isomorphically as an element in
the 2n dimensional complex vector space C2n .

Quantum states are generally fragile as they could easily
interact with the environment, results in the occurrence
of decoherence during transmission. It is well known that
classical error-correcting codes protects classical comput-
ers from bit errors[1], one of the ways is through repetition.
However, for the quantum case, the famous “No Cloning
Theorem”[2] seemed to suggest that quantum error cor-
rection is strictly infeasible.

Fortunately, the first systematic framework of construct-
ing quantum error-correcting codes was introduced by
Calderbank[3] in 1997, where the construction of quan-
tum error-correcting codes are transformed to the problem
of finding classical error-correcting codes over the finite
field with four elements which are self-orthogonal[4]. The
resultant codes are called stabilizer codes.

In Section 2, stabilizer codes are studied from the point
of their stabilizers, using basic group theory. We provides
some examples of renowned quantum error-correcting
codes with good parameters. Section 3 is devoted to
generalize the notion of stabilizer codes to entanglement-
assisted quantum error-correcting codes. We show that
with some pre-existing shared entanglements between the

sender and receiver, the codes can comparitively achieve
better parameters, thus better performance than the sta-
bilizer codes[5-7].

II. QUANTUM ERROR CORRECTING CODE

As a starting point, the notion of group is introduced.

Definition 1 Let G be a set and · be a binary operation.
Then, 〈G, ·〉 is called a group if the following conditions
hold:

1. a · (b · c) = (a · b) · c for all a, b, c ∈ G,

2. There exists a unique e ∈ G, called the identity such
that For every a ∈ G, a · e = a = ·a,

3. For every a ∈ G, there exists a unique a−1 ∈ G,
called its inverse, such that a−1 · a = e = a · a−1

In addition, if a · b = b · a for all a, b ∈ G, then G is called
an abelian group. The order of G is the total number
of elements in G, denoted as |G|. For every element in
a ∈ G, its order, denoted as ord(a) is the smallest k ∈ Z+

such that ak = 1. Let H be a subset of G which forms
a group by inheriting the binary operation of G, then
H is called a subgroup of G. For any subgroup H of G,
its centralizer Z(H) is the set of all elements in G that
commute with every element in H, that is Z(H) = {g ∈
G|gh = hg,∀h ∈ H}. Note that a centralizer is also a
subgroup of G.

Consider a single qubit state |ψ〉 =

(
a
b

)
. Each possible

error operator can be expressed as a 2× 2 matrix over C,
that is, an element in M2×2(C), the vector space of all 2×2
matrices over C. Note that the set of all Pauli operators

together with the identity matrix, P = {I =

(
1 0
0 1

)
, X =

(
0 1
1 0

)
, Z =

(
1 0
0 −1

)
, Y =

(
0 −i
i 0

)
} forms a basis for

M2×2(C). The set generated by the Pauli operators forms
a multiplicative group G with |G| = 24.

Generalizing to n qubits state, each error operator are
expressed as an n-fold tensor product of elements in P ,
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thus with an overall phase of ±i, forming the multiplica-

tive group Gn = {ij
n⊗
k=1

Pk|∀j ∈ {0, 1, 2, 3},∀Pk ∈ P}.
The weight of an error E ∈ Gn, wt(E) is the total num-
bers of its tensor component Pk which are non-identity.
Note that |Gn| = 22n+2.

Also, it follows from the property of Pauli’s opera-
tors that for every pair of elements E1, E2 ∈ Gn, ei-
ther [E1, E2] = 0 or {E1, E2} = 0 , where [E1, E2] and
{E1, E2} denote the commutator and anti-commutator
of E1 and E2 respectively. Moreover, every E ∈ Gn is
either of order 2 or 4, thus either E2 = 1 or E2 = −1. To
correct an error E, we basically apply the error operator
again to recover the original quantum state.

An encoding is a function that introduce redundant
qubits into the original message space, resulting in a
codespace with larger length. Mathematically, it is a

linear transformation f : C2k → C2n for some k, n ∈ Z+

such that n > k. The resultant quantum error-correcting
code is C = Im(f), a k-dimensional subspace of C2n .
Each |ψ〉 ∈ C is said to a codeword and C is of length n
and dimension k.

The decoding of a quantum error-correcting code is a
process which determine the most likely codeword that
might be sent, based on the received word. We introduce
the concept of detectable error. An error operator E ∈ Gn
can be detected by a code C if the received codeword
E|ψ〉 is always outside of C(E|ψ〉 is not a codeword in
C).

Definition 2 Let C be a quantum error-correction code
of length n. An error E ∈ Gn is said to be detectable by
C if for every codeword |ψ〉 ∈ C, E|ψ〉 6∈ C.

Example 3 Consider the quantum error-correcting code
C with an encoding function f defined as:

f : |0〉 7→ |000〉
f : |1〉 7→ |111〉

Then, f : a|0〉+ b|1〉 7→ a|000〉+ b|111〉 for every a, b ∈ C.
Every codeword in this code is in the form of a|000〉+b|111〉
for a, b ∈ C. Unlike classical codes, it can be seen that a
quantum code has infinitely many codewords. This code is
of length three and dimension one and it is analogous to
the classical repetition code of length three. This quantum
error-correcting code can correct all single bit flip errors,
for instance, if a bit flip error X1 acts on the first qubit,
the codeword |ψ1〉 = a|000〉+ b|111〉 is changed to |ψ2〉 =
a|100〉 + b|011〉. In the decoding algorithm, the decoder
always search for a smallest weight error acting on |ψ2〉,
transforming it to a codeword in C. As wt(X1) = 1, the
decoder applies X1 and the error is successfully corrected
X1|ψ2〉 = |ψ1〉.

On the other hand, suppose that the phase flip error Z1

occurs when |ψ1〉 = a|000〉+ b|111〉 is sent, then Z1|ψ1〉 =
a|000〉 − b|111〉 = |ψ2〉 ∈ C, thus the error operator Z1 is
not detectable. In fact, it can be easily seen that both Z2

and Z3 are not detectable by the code too.

An important parameter of C governing its error-
correcting ability is the minimum distance d, that is the
minimum weight of error operator that transforms a code-
word to another codeword in C. Mathematically, d =
min{wt(E) | E|ψ1〉 = |ψ2〉,∀|ψ1〉, |ψ2〉 ∈ C, ∀E ∈ Gn}.
Thus, the code illustrated in Example 3 has minimum
distance 1. In general, a code with minimum distance d
can correct all errors up to weight dd−12 e.

We usually illustrate a quantum error correcting code
by highlighting its three parameters as follows.

Definition 4 A quantum error-correcting code of length
n, dimension k and minimum distance d is called an
[[n, k, d]]-code.

III. STABILIZER QUANTUM
ERROR-CORRECTING CODES

The construction of a stabilizer code of length n is
started by choosing a stabilizer subgroup S of Ḡn. The
resultant code C is a subspace of C2n , such that every
state in C is invariant under every operation in S. In
other words, C is the intersection of the eigenspace of
each of the error operator in S with eigenvalue 1.

Definition 5 Let C be a quantum error-correcting code
of length n and S is a stabilizer subgroup of Ḡn. Then, C
is called a stabilizer code with stabilizer S if C = {|ψ〉 ∈
C2n | Si|ψ〉 = |ψ〉,∀Si ∈ S}.

We now study the necessary conditions that a stabilizer
subgroup must fulfill. First of all, if the error operator

−1
n⊗
k=1

Ik ∈ S, then by Definition 5, for |ψ1〉 ∈ C, we have

−1
n⊗
k=1

Ik|ψ1〉 = |ψ1〉, that is:

− |ψ〉 = |ψ〉 (1)

Note that there are no non-trivial n-qubits state |ψ〉 which
satisfy (1), thus resulting the code to be trivial. Similarly,
suppose that S is non-abelian, then there exists E1, E2 ∈
S such that E1 and E2 does not commute. In our previous
discussion, every pair of elements in Gn either commute
or anti-commute, then E1E2 = −E2E1. Similarly, this
results in:

E1E2|ψ〉 = −E2E1|ψ〉
E1|ψ〉 = −E2|ψ〉
|ψ〉 = −|ψ〉

Hence, the stabilizer code C with stabilizer S is trivial

unless S is abelian and −1
n⊗
k=1

Ik 6∈ S

Proposition 6 Let C be a non-trivial stabilizer code with

stabilizer S. Then, S must be abelian and −1
n⊗
k=1

Ik 6∈ S.



3

Stabilizer codes are robust in practice. One of the
reasons is that their dimension and minimum distance
can be determined from the properties of its stabilizer

S. Since −1
n⊗
k=1

Ik 6∈ S, for every error operator E ∈ S,

ord(E) 6= 4, otherwise E2 = −1
n⊗
k=1

Ik ∈ S. Hence, we

have ord(E) = 2 or E2 = 1. This special type of group
which every non-trivial element in it has order 2 is called
an elementary abelian 2-group. Every elementary abelian
2-group S with |S| = 2l has presentation in terms of l
generators, that is, S = 〈S1, S2, . . . , Sl〉. A stabilizer code
with |S| = 2l has dimension k = n− l.

For the discussion of the minimum distance of a length
n stabilizer code C, we need to go into the details on
partitioning those errors in Gn which are correctable by
C from those which are not correctable by C. First of all,
note that S ⊆ Z(S) ⊆ Gn. Then, Gn can be partitioned
into Gn = S ∪ (Z(S)− S) ∪ (Gn − Z(S)).

Firstly, for every E ∈ S, it can be easily seen from
Definition 5 that E has no effect on the codespace C,
thus those errors are correctable for C. Next, consider
an operator E ∈ Z(S) − S. Note that since E ∈ Z(S),
then we have ES = SE. This implies that when E
acts on a codeword |ψ〉 ∈ C, then for every S1 ∈ S,
S1(E|ψ〉) = (S1E)|ψ〉 = (ES2)|ψ〉 = E(S2|ψ〉) = E|ψ〉
for some S2 ∈ S. This implies that E|ψ〉 is another
codeword in C such that E|ψ〉 6= |ψ〉. Therefore, E
is not detectable, hence not correctable. For the third
case, suppose that E ∈ Gn − Z(S), then there exists
S1 ∈ S such that E does not commute with, thus ES1 =
−S1E. This results in E|ψ〉 = E(S1|ψ〉) = (ES1)|ψ〉 =
(−S1E)|ψ〉 = −S1(E|ψ〉). Since E|ψ〉 = −S1(E|ψ〉),|ψ〉
is not stabilize by S1 ∈ S, thus E|ψ〉 is not a codeword
in C. The error is detectable by C. Putting all these
together, this leads to the following theorem.

Theorem 7 Let C be a stabilizer code of length n with
stabilizer S. Then, C can detect an error operator E if
and only if E ∈ S ∪ (Gn − Z(S)).

Corollary 8 Let C be an [[n, k, d]]-stabilizer code with
stabilizer S consisting of l generators. Then, k = n − l
and d = min{wt(E) | ∀E ∈ Z(S)− S}.
Example 9 Let n=5. We let S be a stabilizer subgroup
of Gn with representation S = 〈S1, S2, S3, S4〉 where:

S1 = X ⊗ Z ⊗ Z ⊗X ⊗ I
S2 = I ⊗X ⊗ Z ⊗ Z ⊗X
S3 = X ⊗ I ⊗X ⊗ Z ⊗ Z
S4 = Z ⊗X ⊗ I ⊗X ⊗ Z

Then, we have |S| = 24 = 16. The length 5 stabilizer code
thus have dimension 5 − 4 = 1. Its encoding function

f : C2 → C25 maps:

f : |0〉 7→|0〉c = |00000〉+ |10010〉+ |01001〉+ |10100〉+

|01010〉+ |00101〉 − |11110〉 − |01111〉 −
|10111〉 − |11011〉 − |11101〉 − |01100〉 −
|00110〉 − |00011〉 − |10001〉 − |11000〉

f : |1〉 7→|1〉c = |11111〉+ |01101〉+ |10110〉+ |01011〉+

|10101〉+ |11010〉 − |00001〉 − |10000〉 −
|01000〉 − |00100〉 − |00010〉 − |10011〉 −
|11001〉 − |11100〉 − |01110〉 − |00111〉

For each of the Si ∈ S, it can be verified that Si is
an error operator that has no effect on every codeword
in the code as Si|0〉c = |0〉c and Si|1〉c = |1〉c. Also,
one of the minimum weight operators E ∈ Z(S) − S is
E = X ⊗ X ⊗ X ⊗ I ⊗ I with wt(E) = 3. Note that
E|0〉c = −|1〉c ∈ C. Hence, the error operator E is not
detectable by C, that is C has minimum distance three.
Thus, C is a [[5, 1, 3]]-stabilizer code, It can be verified that
all error operators of weight 2 must be in G5(S), thus they
are detectable by the stabilizer code. Indeed, researchers
had shown that 5 is the smallest possible length for a
stabilizer code with k = 1 and d = 3. More details on this
code are illustrated in [8].

IV. ENTANGLEMENT-ASSISTED QUANTUM
ERROR-CORRECTING CODE

In this section, we illustrate the main idea of construct-
ing entanglement-assisted quantum error-correcting codes
through an example of length four code.

Recall from Proposition 6 that, a necessary condition
on stabilizer group S of a stabilizer code is being abelian.
Now, we choose a non-abelian subgroup of G4. Let S be
a subgroup of G4 such that S = 〈S1, S2, S3, S4〉 where:

S1 = Z ⊗X ⊗ Z ⊗ I
S2 = Z ⊗ Z ⊗ I ⊗ Z
S3 = X ⊗ Y ⊗X ⊗ I
S4 = X ⊗X ⊗ I ⊗X

Note that |S| = 24 = 16. As Si and Sj are either commut-
ing or anti-commuting pair for distinct i, j ∈ {1, 2, 3, 4},
we enumerate their commutation relations as follows.

1. [S2, S3] = 0,

2. {S1, Sj}=0 for all j ∈ {2, 3, 4},

3. {S4, Sj}=0 for all j ∈ {2, 3}.

The following lemma on properties of S is needed in
order to continue the discussion.

Lemma 10 Let S be a subgroup of Gn with |S| = 2l for
some l ∈ Z+. Then, there exists a set of l independent gen-
erators for S, that is {Z̄1, Z̄2, . . . , Z̄m, X̄1, X̄2, . . . , X̄l−m}
for some l/2 ≤ m ≤ l such that the following conditions
are satisfied:

1. [Z̄i, Z̄j ] = [X̄i, X̄j ] = 0 for all i, j,

2. [Z̄i, X̄j ] = 0 for all i 6= j,

3. {Z̄i, X̄i} = 0 for all i.
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Note that we use the conventional symbols of Z̄i and X̄j

as the commutation relations above are exactly the same
as the commutation relations of Pauli operators Zi and Xj .
The subgroup GI = 〈Z̄l−m+1, . . . , Z̄l〉 is called a isotropic
subgroup of S and GS = 〈Z̄1, . . . , Z̄l−m, X̄1, . . . , X̄l−m〉
is called a symplectic subgroup of S.

For our subgroup S = 〈S1, S2, S3, S4〉, one of the choices
for the set of generators is:

Z̄1 = Z ⊗X ⊗ Z ⊗ I
X̄1 = Z ⊗ Z ⊗ I ⊗ Z
Z̄2 = Y ⊗X ⊗X ⊗ Z
Z̄3 = Z ⊗ Y ⊗ Y ⊗X

Here, we choose two generators of S, Z̄2 = S2S3 and
Z̄3 = S1S3S4 to replace S2 and S3. In this case, our
isotropic and symplectic subgroup of S are VI = 〈Z̄2, Z̄3〉
and VS = 〈Z̄1, X̄1〉 respectively. As S = 〈S1, S2, S3, S4〉 =
〈Z̄1, X̄1, Z̄2, Z̄3〉, we can define a group automorphism of
S, that is, φ : S → S such that:

φ : S1 7→ Z̄1

φ : S2 7→ Z̄2

φ : S3 7→ Z̄3

φ : S4 7→ X̄1

Such automorphism turns out to be acquiring the fol-
lowing property.

Lemma 11 Let S be a subgroup of Gn with two group pre-
sentations S = 〈S1, S2, . . . , Sl〉 = 〈V1, V2, . . . , Vl〉 where
l = |S|. Then, there exists an automorphism φ : S → S
such that φ : Si 7→ Vi = U−1SiU for some unitary
U ∈ Gn.

Back to our example, the goal now is to extend the non-
commuting generators of S to a new set of commuting
generators, which results in an abelian group. This can
be done by appending a Pauli operator Z at the end of
Z̄1 and a Pauli operator X at the end of X̄1, followed by
an identity at the end of Z̄2 and Z̄3. Thus, we have:

Z̄ ′1 = Z ⊗X ⊗ Z ⊗ I ⊗ Z
X̄ ′1 = Z ⊗ Z ⊗ I ⊗ Z ⊗X

Z̄ ′2 = Y ⊗X ⊗X ⊗ Z ⊗ I
Z̄ ′3 = Z ⊗ Y ⊗ Y ⊗X ⊗ I

Here, let B = 〈Z̄ ′1, X̄ ′1, Z̄ ′2, Z̄ ′3〉,BS = 〈Z̄ ′1, X̄ ′1〉 and BI =
〈Z̄ ′2, Z̄ ′3〉. As illustrated above, B is an abelian subgroup of
G5. Then, the codespace is defined similarly as for stabi-
lizer codes, that is C = {|ψ〉 ∈ C2n | S|ψ〉 = |ψ〉,∀S ∈ B}.
As a result, we have:

f : |0〉 7→ |0〉c = |0s0000r〉+ |1s0001r〉
f : |1〉 7→ |1〉c = |0s0010r〉+ |1s0011r〉

The first and the fifth qubit state is a maximally entan-
gled state shared between the sender and the reciever, that
is 1√

(2)
(|0s0r〉+ |1s1r〉). Because of the usage of entangle-

ment in the code construction,the resultant code is called
an entanglement-assisted quantum error-correcting code.
We use the notation [[n, k, d; c]] to denote an entanglement-
assisted quantum error-correcting code of length n and
minimum distance d that encodes k qubits(k dimensional
code) with the help of c ebits(entanglement qubits). The
number of ebits c needed for the encoding us the number
of anti-commuting pairs of generators in VS . Note that
our example code constructed above is a [[4, 1, 3; 1]]-code.

We end this paper with some discussions on the error-
detection condition of the entanglement-assisted quan-
tum error correcting code. Firstly, the fifth qubit(the
receiver’s) is always assumed to be error-free. If an error
Es ⊗ Ir ∈ G5 anti-commutes with at least one of the
operators in B, then by a similar argument as in the
discussion of stabilizer codes, the error is detectable. This
case will only happen when Es anti-commutes with one of
the operators in S = 〈Z̄1, X̄1, Z̄2, Z̄3〉, that is to say that
Es ∈ G4−Z(S) or equivalently Es ∈ G5−Z(B). On the
other hand, if Es ⊗ Ir ∈ B or equivalently Es ⊗ Ir ∈ BI ,
then the error has no effect on the code. As a conse-
quence, we have C can detect an error operator E if and
only if E ∈ BI ∪ (G5 − Z(B)). The last theorem gives a
general description on the error-detecting capability of an
entanglement-assisted quantum error correcting code.

Theorem 12 Let C be an [[n, k, d; c]]-entanglement-
assisted quantum error-correcting code with a stabilizer S
extended to an abelian subgroup B. Then, C can detect an
error operator E if and only if E ∈ BI ∪ (Gn+c − Z(B)).
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The path integral formulation provides an alternative description of the time evolution of quantum
mechanical states, equivalent to the Schrödinger and Heisenberg formulations. In this paper, we will
introduce Feynman’s idea and try to justify it, appreciating what kind of new insights we can get
from it. Despite its intuitive appeals, assigning a rigorous mathematical meaning to the Feynman
path integral is quite subtle and elusive. We will also try to understand what’s the nature of the
difficulty.

I. INTRODUCTION

Feynman’s path integral approach to quantum mechan-
ics, which was first presented in [1], provides a way to
describe time evolution of quantum mechanical states.
It’s a postulate about the time evolution, alternative and
equivalent to the Schrödinger and Heisenberg approaches.

In this paper, we will introduce Feynman’s idea in com-
parison with the Schrödinger picture and demonstrate
their equivalence. As an overview, be noted that the
Feynman formulation generalizes Lagrangian mechanics,
especially the action principle, while the Schrödinger for-
mulation is based on Hamiltonian mechanics. To follow
this paper, no knowledge about Lagrangian or Hamil-
tonian mechanics is necessary, except for the principle
of least action, about which enough explanation will be
given at some appropriate place in the paper.

In the following section, we will first present the path
integral formulation with a heuristic definition of the
path integral. Then, we will attempt to justify the idea in
various ways. Before concluding the paper, we will touch
on the issue of the mathematical basis of what we’ve
been discussing and try to see things from mathematical
perspectives.

II. PATH INTEGRAL FORMULATION

Let’s first recall how the Schrödinger picture describes
time evolution. We restrict our interest to the simple
case of a particle of mass m in Rd subject to a potential
V that only depends on positions. Let state vectors be
written as

|Ψ, t〉 , (1)

where t is the time parameter. Then, in this picture, the
time evolution is represented by the Schrödinger equation

i}
∂

∂t
|Ψ, t〉 = Ĥ |Ψ, t〉 , (2)

where the Hamiltonian operator Ĥ is given by

Ĥ =
p̂2

2m
+ V (x̂). (3)

In the position basis, Eq. (2) can be written as

i}
∂

∂t
Ψ(x, t) =

(
− }2

2m
∇2 + V (x)

)
Ψ(x, t) (4)

with ∇2 ≡
d∑
i=1

∂2

∂x2
i

and Ψ(x, t) = 〈x |Ψ, t〉.
Time evolution can also be presented in terms of unitary

time-evolution operators U as

|Ψ, t〉 = U(t, t′) |Ψ, t′〉 (5)

for times t′ and t. The relationship between the Hamil-
tonian operator Ĥ and the time-evolution operator U is
explicitly known. Actually, U depends only on the time
difference t− t′ and is related to Ĥ as

U(t− t′) = exp

{
− i
}
· (t− t′) Ĥ

}
. (6)

Now, let’s see how time evolution is represented in Feyn-
man’s path integral formulation.1 Define the propagator
K to be

K(x, t;x′, t′) ≡ 〈x| U(t− t′) |x′〉 , t > t′ (7)

for x′,x ∈ Rd. Then, in the path integral formulation,
time evolution of states is described by representing the
propagator K as a sum – or an integral – of equal-weight
contribution φ[γ] from each path γ, taken from the collec-

tion Γx,t
x′,t′ of all paths γ : [t′, t]→ Rd with γ(t′) = x′ and

γ(t) = x, with some normalization factor C:

K(x, t;x′, t′) = C ·
∑

γ∈Γx,t

x′,t′

φ[γ]. (8)

Here, the contribution φ[γ] of γ ∈ Γx,t
x′,t′ is given by

φ[γ] ≡ exp

(
i

}
S[γ]

)
, (9)

1 Straightforward adaptation from 2.2 and 2.4 of [2] and 8.1 of [3].
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where S[γ] is the action of the path γ defined, from the
classical Lagrangian L(x, ẋ) corresponding to H, as

S[γ] ≡
∫ t

t′
L(γ, γ̇) dτ. (10)

The normalization factor C would depend on the time
interval t− t′ and be determined considering the system –
that is, the Lagrangian – of the problem.

Simply inserting the formula (9) for the summand into
Eq. (8), we can write the propagator as

K(x, t;x′, t′) = C ·
∑

γ∈Γx,t

x′,t′

exp

(
i

}
S[γ]

)
(11)

and this sum – or integral – over paths in Γx,t
x′,t′ is called

the Feynman path integral. We adopt the notation

K(x, t;x′, t′) =

∫

γ∈Γx,t

x′,t′

exp

(
i

}
S[γ]

)
D[γ] (12)

to express this. In this notation, the normalization factor
C is absorbed into the “measure” D[γ].

Before concluding this section, note two things. First,
we still didn’t specify clearly what kind of paths should
constitute the domain of integration Γx,t

x′,t′ . Second, the

summation on the right-hand side of Eq. (11) would be

an uncountable sum since Γx,t
x′,t′ would more likely be an

uncountable set, which means we need a careful definition
of the sum – or the integral. We will come back to this
issue in a later section.

III. PHYSICAL MEANING OF THE
FORMULATION

The propagator K(x, t;x′, t′) as defined in (7) repre-
sents the probability amplitude for a particle to travel
from the position x′ at time t′ to the position x at time
t. If, in Eq. (8), we can interpret each contribution φ[γ]
as the probability amplitude associated to the path γ,
what Feynman’s path integral formulation roughly says
is that the probability amplitude of a particle traveling
from x′ to x is the sum of probability amplitudes of all
possible alternative paths between the two points, which
should be properly normalized if its absolute square would
be interpreted as probability. Note that this is a simple
restatement of experimental facts we learned from Mach-
Zehnder or Davisson-Germer.

Being probability amplitudes, it seems natural to set
φ[γ] = exp (i α[γ]) for some real α[γ]. The choice α[γ] =
1
}S[γ] would be justified from the classical limit of the
path integral formulation as we will soon see below.

IV. JUSTIFYING THE FORMULATION

For simplicity, in the remainder of the paper, we fo-
cus on the case of the one-dimensional space R1. The

Hamiltonian operator Ĥ would then become

Ĥ =
p̂2

2m
+ V (x̂). (13)

This time, let’s write the corresponding classical La-
grangian L explicitly as

L(x, ẋ) =
1

2
mẋ2 − V (x). (14)

and accordingly, the action S[γ] for γ ∈ Γx,tx′,t′ as

S[γ] ≡
∫ t

t′
L(γ, γ̇)dτ

=

∫ t

t′

{m
2

(γ̇(τ))2 − V (γ(τ))
}
dτ. (15)

Note that the results below can be easily modified for
more general cases.

A. The Classical Limit

In classical mechanics, the principle of least action
dictates that the system favors the path, out of all the
possible paths, which minimizes the action. In other
words, if there is a path γ̃ which makes the inequality

S[γ̃] ≤ S[γ] (16)

satisfied for any γ ∈ Γx,tx′,t′ , then the system gets to follow

γ̃ from time t′ to t. We call γ̃ the classical path.
The classical path γ̃ being an minimum point of S, for

a small change δγ in γ̃, the change in S should be zero
to first order in δγ:

S[γ̃ + δγ]− S[γ̃] = 0 +O(δγ2). (17)

In this way, we can call the principle of least action the
principle of stationary action. Here, δγ should be chosen
from Γ0,t

0,t′ to satisfy δγ(t′) = 0 and δγ(t) = 0, so that

γ̃ + δγ belongs to Γx,tx′,t′ .

If γ̃ is favored classically, in any reasonable quantum
mechanical formulation, the same path should also be
favored in its classical approximation – that is, in our
case, when the magnitude of S is much larger compared
to }. But how can it be like this? Recall that in the
path integral formulation of time evolution in (12), each

path from Γx,tx′,t′ contributed with the same weight to the
propagator.

Here, the stationary phase principle comes to our res-
cue.2 In the integral expression in (12), due to the oscilla-
tory nature of the integrand exp

(
i
}S[γ]

)
, only such path

at which the change 1
}δS[γ] of the phase to first order

2 This is basically the explanation in 2.3 of [2] and 8.2 of [3].
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in δγ vanishes can provide meaningful contribution to
the result of the integration. That means, the classical
path γ̃ should actually be favored in the integration. So.
approximately, we always can insist

K(x, t;x′, t′) ≈ C · exp

(
i

}
S[γ̃]

)
(18)

for some normalization factor C depending on the time
interval t− t′.

The case in which we can be the most dramatically
convinced that this approximation should really hold is
when the potential V is given as a quadratic function
of positions, which includes the free particle and the
harmonic oscillator:

V (x) = a+ bx+ cx2 (19)

for real coefficients a, b, and c, any of which can be zero.3

With such quadratic potential, we get to have “exact
equality” in the approximation (18).

To see this, let γ̃ be the classical path of our system
and note that for any γ ∈ Γx,tx′,t′ there exists appropriate

ε ∈ Γ0,t
0,t′ satisfying

γ = γ̃ + ε, (20)

so that we have

S[γ] = S[γ̃ + ε] (21a)

=

∫ t

t′

{
m

2

(
˙̃γ + ε̇

)2

− V (γ̃ + ε)

}
dτ (21b)

= S[γ̃] +

∫ t

t′

(m
2
ε̇2 − cε2

)
dτ, (21c)

where we simply ignored all the terms of first order in
ε and ε̇ because S[γ̃ + ε] − S[γ̃] is zero to first order in
those variables as we noted in (17). Now, the propagator
integral becomes

K(x, t;x′, t′) =

∫

γ∈Γx,t
x′,t′

exp

(
i

}
S[γ]

)
D[γ] (22a)

=

∫

ε∈Γ0,t

0,t′

exp

(
i

}
S[γ̃ + ε]

)
D[ε] (22b)

= C · exp

(
i

}
S[γ̃]

)
, (22c)

where the normalization factor C is given by

C =

∫

ε∈Γ0,t

0,t′

exp

{∫ t

t′

i

}

(m
2
ε̇2 − cε2

)
dτ

}
D[ε]. (23)

3 Taken and adapted from 3.5 of [2] and 8.6 of [3].

It is obvious that C depends on the time difference t− t′
and is independent of the end points x′ and x of the
propagator. Also, note that we assumed equivalence of
“measures” D[γ] and D[ε] when we arrive at Line (22b)
from Line (22a).

B. Deriving Path Integral Formulation from
Schrödinger Picture

Here, we will see how the Schrödinger formulation im-
plies – or, at least, motivates – something that can be
interpreted as the path integral formulation. For this
purpose, we are to express the propagator

K(y, T ;x, 0) = 〈y| U(T ) |x〉 (24)

in a form which would remind us of the path integral
formulation. We will derive the result solely within the
Schrödinger picture.4

First, let’s consider the simple case of free particle. Let
Ĥ0 be the Hamiltonian operator for a free particle of mass
m in one dimensional space:

Ĥ0 =
p̂2

2m
(25)

and K0 be the corresponding propagator. Then, within
the Schrödinger picture, by considering the momentum
basis |p〉, we can make the propagator K0 look like the
formula in (22c):

K0(y, T ;x, 0) (26a)

=

〈
y

∣∣∣∣ exp

(
− iT

}
Ĥ0

) ∣∣∣∣x
〉

(26b)

=

∫ ∞

−∞
〈y |p〉

〈
p

∣∣∣∣ exp

(
− iT

}
Ĥ0

) ∣∣∣∣x
〉
dp (26c)

=

∫ ∞

−∞
〈y |p〉 · exp

(−iTp2

2m}

)
· 〈p |x〉 dp (26d)

=

∫ ∞

−∞

e
iyp
}

(2π})
1
2

· e− iTp
2

2m} · e
−ixp

}

(2π})
1
2

dp (26e)

=
1

2π}

∫ ∞

−∞
e
i(y−x)p

} e−
iTp2

2m} dp (26f)

=
1

2π}
e
im(y−x)2

2}T

∫ ∞

−∞
e−

iT
2m} (p−m(y−x)

T )2dp (26g)

=
( m

2πi}T

) 1
2 · exp

{
im

2}
(y − x)2

T

}
. (26h)

By noting that the free-particle classical Lagrangian L0

of this case is

L0(x, ẋ) =
1

2
mẋ2 (27)

4 Presenting arguments from 1.2 and 1.3 of Chapter 5 of [4] with
some ideas taken from 21.1 of [3].
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and that the classical path γ̃0 of a free particle should be
a straight line:

γ̃0(t) = x+
y − x
T
· t, (28)

we conclude that

K0(y, T ;x, 0) = C · exp

{
im

2}
(y − x)2

T

}
(29a)

= C · exp

(
i

}

∫ T

0

L0(γ̃0, ˙̃γ0) dτ

)
(29b)

= C · exp

(
i

}
S0[γ̃0]

)
, (29c)

where S0 is the corresponding free-particle action and the
normalization factor C is given by

C =
( m

2πi}T

) 1
2

. (30)

Now, let’s consider the case of a particle subject to a
potential which is represented by the Hamiltonian in (13):

Ĥ = Ĥ0 + V (x̂). (31)

Note that we cannot write

exp

{
− iT

}

(
Ĥ0 + V (x̂)

)}

= exp

(
− iT

}
Ĥ0

)
· exp

(
− iT

}
V (x̂)

)
(32)

because the operators Ĥ0 and V (x̂) do not commute. In-
stead, according to the Lie-Kato-Trotter product formula,5

what we can actually say is

exp

{−iT
}

(
Ĥ0 + V (x̂)

)}

= lim
n→∞

{
exp

(
− i
}
T

n
Ĥ0

)
exp

(
− i
}
T

n
V (x̂)

)}n
. (33)

To make our equations look less messy, let’s adopt the
notation

An(p) = exp

(
− i
}
· T
n
Ĥ0

)
(34)

Bn(x) = exp

(
− i
}
· T
n
V (x̂)

)
. (35)

Then, the propagator can be expressed as

K(y, T ;x, 0) (36a)

=

〈
y

∣∣∣∣ exp

{−iT
}

(
Ĥ0 + V (x̂)

)} ∣∣∣∣x
〉

(36b)

= lim
n→∞

〈xn| (An ·Bn)n |x0〉 (36c)

= lim
n→∞

∫

Rn−1

(
n−1∏

k=0

〈xk+1| An ·Bn |xk〉
)
n−1∏

k=1

dxk, (36d)

5 See, for example, Theorem 1.1 in Chapter 5 of [4].

where we first used Eq. (33) to arrive at Line (36c), then
set

x0 = x, xn = y, (37)

and inserted n− 1 resolutions of the identity
∫ ∞

−∞
|xk〉 〈xk| dxk (38)

for k = 1, 2, · · · , n− 1 between each Bn and An in some
appropriate order.

Note that, in Line (36d) above, the terms of the product
inside of the integrand can be easily simplified:

〈xk+1| An(p) ·Bn(x) |xk〉 (39a)

= 〈xk+1| An(p) |xk−1〉 ·Bn(xk) (39b)

= C ′ · exp

{
i

}
· T
n

(
m

2

(
∆xk
T/n

)2

− V (xk)

)}
(39c)

= C ′ · exp

{
i

}
· T
n

(m
2
ẋk

2 − V (xk)
)}

(39d)

= C ′ · exp

{
i

}
· T
n
L(xk, ẋk)

}
, (39e)

where we used the free particle propagation formula
in (26h) to arrive at Line (39c) from Line (39b) and
set

∆xk = xk+1 − xk (40)

ẋk =
∆xk
T/n

(41)

C ′ =

(
m

2πi}T/n

) 1
2

. (42)

For small enough T
n , if we are allowed to approximate

T

n
L(xk, ẋk) ≈

∫ tk+1

tk

L(xk, ẋk) dτ (43)

with tk = kT
n , we can finally express the propagator in a

more recognizable way as

K(y, T ;x, 0) (44a)

= lim
n→∞

∫

Rn−1

C ′
n

exp

(
i

}

n−1∑

k=0

T

n
L(xk, ẋk)

)
n−1∏

k=1

dxk

(44b)

=

∫
exp

(
i

}

∫ T

0

L(x, ẋ) dτ

)
D∗[x], (44c)

where we adopted an integration notation

∫
· · · D∗[x] ≡ lim

n→∞
C ′

∫

Rn−1

· · ·
n−1∏

k=1

(C ′ · dxk) . (45)

The path integral “expression” derived in this way is
called the configuration space path integral. Now, we can
see that the resulting form in Line (44c) of the propagator
looks almost the same as the form of the Feynman path
integral in (12).
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V. MATHEMATICAL CONSIDERATIONS

We still didn’t provide any concrete mathematical mean-
ing to the Feynman path integral. To discuss how to do
this is the purpose of this section.

To begin with, recall what were the requirements from
Section II. For sure, we wanted the Feynman path integral
to be some sort of “integral”, where we evaluate the
integrand for each point γ – which actually is a path
– from the domain of integration Γx,tx′,t′ and accumulate

evaluated values with respect to some “measure” D[γ]
to get the result. Also, quite obviously, to evaluate the
Lagrangian in the integrand, the domain of integration
Γx,tx′,t′ – which is a collection of paths – should consist
of differentiable paths, where some limited number of
singular points can be allowed.

A. Definition via Configuration Space Path
Integral Expression

Let’s first try and see if we can provide a meaningful
definition via the formula for the configuration space path
integral in (44).

Considering the form of “measure”
n−1∏
k=1

dxk at the end

of Line (44b), it seems to be suggested that the “measure”
D∗[x] should be compatible with the usual Euclidean vol-
ume. Such measures are called Lebesgue-type measures
and it’s a well-known fact, from the measure theory, that
an infinite dimensional Lebesgue measure cannot be con-
structed meaningfully. To get a glimpse of what has gone
wrong here, note that an n-cube in Rn with edge length a
has volume an. So, when n becomes infinity, the volume
of a ∞-cube can be only one of three values: zero, one,
infinity.

In conclusion, D∗[x] cannot be related to a Lebesgue
measure, and in fact the formula in Line (44c) should be
interpreted as a sequential limit, not as an integral in the
sense of the measure-based integration theory.6

B. Schrödinger Equation as Parabolic PDE

What if we think purely mathematically? Note that
we can write down the general solution of parabolic
PDEs(partial differential equations), in case of real coef-
ficients, as an integral over paths with respect to some
measure, using what is called the Feynman-Kac formula.7

Since the Schrödinger equation is just a parabolic PDE
with complex coefficients, we might be able to utilize, in
some way, the Feynman-Kac formula of the real case to

6 As is mentioned in [5].
7 See, for example, 4.4 of [6].

represent the general solution of the Schrödinger equa-
tion. Then, we might be able to pick out the kernel part
to write down the propagator in some appropriate form
separately.

In fact, we can do so.8 After a change of variable,
replacing t by −it in the Schrödinger equation, we obtain

}
∂

∂t
Ψ(x, t) =

(
}2

2m
· ∂

2

∂x2
− V (x)

)
Ψ(x, t), (46)

which is a real-coefficient parabolic PDE. Now, we can
apply the Feynman-Kac formula and then change back
into our original time variable. This surely will give a
correct mathematical formula. But, the major problem
with this approach is that almost all9 the paths exploited
in the Feynman-Kac formula are nowhere differentiable.
Remember that we needed differentiable paths with which
the Lagrangian can be computed. This approach might
result in a meaningful formula, representing the propaga-
tor as an integral over paths with respect to a concrete
measure, but at least it can never be used to realize Feyn-
man’s idea. As is pointed out in [4], in this representation,
we can no longer see the action and the connection with
classical mechanics is lost.

C. Highly Oscillatory Integral

As it turns out, providing a proper mathematical defi-
nition to the Feynman path integral is a bit beyond the
scope of this paper in terms of required technical sophis-
tication. But, at least, we can state what is the right
direction to explore. The key is to recognize that the in-
tegrand of the Feynman path integral is highly oscillatory
and lots of cancellation should occur in the process of
integration. We noticed it when we applied the stationary
phase principle in deriving the classical limit of the path
integral formulation.

The conventional measure-based integration theory is
not fit for handling such oscillatory integrals. It’s quite
obvious from its construction. So, let’s briefly review how
integrals are defined in that theory. Assume a measure µ
on a set X is given. As the first step, the integral

∫
X
g dµ

is defined only for non-negative functions g : X → [0,∞)
as some non-negative real number, which possibly can
be infinite. Then, as the second step, for real-valued
functions f : X → R, the integral

∫
X
f dµ is defined as

∫

X

f dµ ≡
∫

X

f+ dµ−
∫

X

f− dµ (47)

only when both
∫
X
f+ dµ and

∫
X
f− dµ are well-defined

as finite real numbers, where non-negative functions f+

8 See Chapter 6 of [4].
9 By “almost all”, we mean “with probability one” with respect to
some probability measure.
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and f− are given by

f+(x) ≡ max (f(x), 0) (48)

f−(x) ≡ −min (f(x), 0) , (49)

so that they satisfy

f = f+ − f−. (50)

As the last step, for complex functions h : X → C, the
integral

∫
X
h dµ is defined as

∫

X

h dµ ≡
∫

X

Re(h) dµ+ i ·
∫

X

Im(h) dµ (51)

only when both
∫
X

Re(h) dµ and
∫
X

Im(h) dµ are well-
defined as finite real numbers, where Re(z) and Im(z)
are the real and imaginary parts, respectively, of complex
number z. Now, at least, we can clearly see that under
these definitions all possible oscillations and cancellations
are simply ignored.

To handle strongly oscillating integrands, special math-
ematical devices are needed. Various approaches have
been developed in this direction and we refer interested
readers to [5].

VI. CONCLUSION

We began this paper by directly presenting Feynman’s
path integral formulation itself. Then, we tried to assign
appropriate physical meaning to it. Our next step was to
justify the formulation first by observing how its classical
limit behaves and then by analyzing its relationship with
the Schrödinger picture. Finally, we discussed how to
provide concrete mathematical meaning to the formula-
tion. It wasn’t easy. We reviewed several options, but
no satisfactory answer was found. We were able to point
out the right direction to advance the discussion, and
referred readers to a more advanced source for further
information.
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The Forced Harmonic Oscillator

M. E. Lacy
(Dated: May 25, 2019)

The behavior of an oscillator subjected to a time-dependent force is of importance in many contexts.
When the oscillations are those of a small massive system, such as a molecule, the force can often be
approximated as being constant over the dimensions of the unforced motions (dipole interaction), and
is described by adding the potential x̂f(t) to the Hamiltonian. In the case of radiation, the unforced
oscillations are those of the modes of the free electromagnetic field, while the sources responsible for
emission and absorption of radiation add the term j·A to the Hamiltonian of the free field. After
Fourier analysis, the latter also add a term of the form x̂f(t) to each mode oscillator. The discussion
that follows is therefore relevant to a wide range of phenomena.

I. INTRODUCTION

For many applications, especially in many body and
field theory, it is desirable to consider the dynamical
effects produced by the addition of a time-dependent
interaction that is linear in x̂ to the Hamiltonian of the
harmonic oscillator:

Ĥ =
p̂2

2m
+

1

2
mω2x̂2 − x̂X(t) (1)

where X(t) is a real-valued function of t. This perturba-
tion corresponds to an external time-dependent force that
does not depend on the coordinate x (dipole interaction).
With no additional effort, we may generalize the Hamil-
tonian even further by introducing a velocity-dependent
term:

Ĥ =
p̂2

2m
+

1

2
mω2x̂2 − x̂X(t)− p̂P (t) (2)

where P (t) is also a real function of t.
As in the case of the unforced harmonic oscillator, we

introduce the following non-Hermitian operators

â =

√
mω

2~
(x̂+ i

p̂

mω
), (3)

â† =

√
mω

2~
(x̂− i p̂

mω
), (4)

which satisfy the commutation relation

[â, â†] = 1. (5)

With the substitutions (3) and (4), the Hamiltonian (2)
may be cast in the form

Ĥ = ~ω
(
â†â+

1

2

)
+ f(t)â+ f∗(t)â† (6)

= ~ω
(
â†(t)â(t) +

1

2

)
+ f(t)â(t) + f∗(t)â†(t) (7)

in either the Schrödinger or Heisenberg picture, provided
that we define the complex-valued function f(t):

f(t) = −
√

~
2mω

X(t) + i

√
~mω

2
P (t). (8)

II. DISCUSSION

In most applications, we are interested in the changes
produced by the time-dependent forces in an initially un-
perturbed harmonic oscillator. It is therefore reasonable
to assume that the disturbance f(t) 6= 0 acts only during
the finite time interval T0 < t < T1 and that before T0
and after T1 the Hamiltonian is that of a free oscillator.

The time development of the forced harmonic oscil-
lator can be solved in the interaction picture, in which
time evolution is separated into two parts, one subject
to a model, unperturbed Hamiltonian, and the other to
an interaction, time-dependent Hamiltonian (for a full
treatment of the interaction picture, see [1], §14, and also
[2]).

A. The Forced Harmonic Oscillator Hamiltonian in
the Interaction Picture

In the interaction picture, we regard the Hamiltonian of
the forced harmonic oscillator as the sum, Ĥ = Ĥ0 +V (t),
of an unperturbed Hamiltonian

Ĥ0 = ~ω(â†â+
1

2
), (9)

and an explicitly time-dependent ”interaction” term,

V (t) = f(t)â+ f∗(t)â†. (10)

Time-dependent Hamiltonians require a more careful
treatment than time-independent ones, because in the
general case, the interaction operators at two different
times do not commute.[3]

We choose the unperturbed Hamiltonian operator Ĥ0

as the model Hamiltonian to define the interaction picture.
Note that if the model Hamiltonian is time-independent
and thus conservative, the time-dependent unitary trans-
formation U0(t) is

U0(t) = exp

(
− i
~
Ĥ0t

)
. (11)
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The transformed interaction operator is then

Ṽ (t) = U†0 (t)V U0(t) (12)

= eiωâ
†ât(f(t)â+ f∗(t)â†)e−iωâ

†ât. (13)

The interaction operator can be evaluated using the fol-
lowing commutator identity:

eλABe−λA = eλγB, if [A,B] = γB, [4] (14)

since [â†â, â] = −â and [â†â, â†] = â†. We thus obtain

Ṽ (t) = f(t)âe−iωt + f∗(t)â†eiωt. (15)

The equation of motion for the instantaneous eigenstate
in the interaction picture is then

i~
d

dt
|Ψ̃(t)〉 =

(
f(t)âe−iωt + f∗(t)â†eiωt

)
|Ψ̃(t)〉 . (16)

B. Time-Ordered Products

Likewise the instantaneous eigenstate, the time develop-
ment operator Ũ(t1, t0) in the interaction picture, defined
as

Ũ(t1, t0) = U†0 (t1)U(t1, t0)U0(t0), (17)

also satisfies the equation of motion:

i~
d

dt
Ũ(t, t0) = Ṽ (t)Ũ(t, t0). (18)

Integration of Eq. (18) over the interval (t0, t) and the use

of the initial condition Ũ(t0, t0) = 1 produce an integral
equation for the time development operator:

Ũ(t, t0) = 1− i

~

∫ t

t0

Ṽ (t′)Ũ(t′, t0)dt′. (19)

A formal solution of Eq. (19) can be constructed by
successive iteration:

Ũ(t, t0) = 1− i

~

∫ t

t0

Ṽ (t′) dt′

+

(
− i
~

)2 ∫ t

t0

Ṽ (t′) dt′
∫ t′

t0

Ṽ (t′′) dt′′ + . . . . (20)

It is sometimes convenient to write this series expansion in
a more symmetric form by using the time-ordered product
of operators. We define time ordering of two operators as

T [Ṽ (t′)Ṽ (t′′)] =

{
Ṽ (t′)Ṽ (t′′) t′′ ≤ t′
Ṽ (t′′)Ṽ (t′) t′ ≤ t′′. (21)

That is, time ordering orders timed factors from right to
left, with the rightmost operator the earliest.

This convention can be generalized to products of any
number of time-dependent operators

T [Ṽ (t′1)Ṽ (t′2) . . . Ṽ (t′n)] =
∑

p

θ(t′p1 > t′p2 > · · · > t′pn)

Ṽ (t′p1)Ṽ (t′p2) . . . Ṽ (t′pn), (22)

where the sum is over all the permutations p, and θ(x) is
the Heaviside step function.

With it we can prove that if t > t0, the time develop-
ment operator may be written in the form

Ũ(t, t0) = 1 +

∞∑

n=1

1

n!

(
− i
~

)n ∫ t

t0

∫ t

t0

. . .

∫ t

t0

dt′1dt
′
2 . . . dt

′
nT [Ṽ (t′1)Ṽ (t′2) . . . Ṽ (t′n)], (23)

or formally and compactly as

Ũ(t, t0) = T exp

(
− i
~

∫ t

t0

Ṽ (t′) dt′
)
. (24)

C. Time-Ordered Product of the Forced Harmonic
Oscillator Potential

If Eq. (24) is applied to the forced linear harmonic
oscillator with the interaction potential (15), we obtain

Ũ(t, t0) =

T exp

(
− i
~

∫ t

t0

(
f(t′)âe−iωt

′
+ f∗(t′)â†eiωt

′)
dt′
)
.

(25)

This is a compact expression for the time development
operator, but because of the unwieldy time ordering oper-
ator T , it is not yet in a form convenient for calculating
transition amplitudes.

In order to get the time development operator in a
more manageable form, we can consider the case of the
potential V (t) having additional general properties. We

will see that commutation of Ṽ (t) at different times is
too strong a condition for the forced harmonic oscilla-
tor problem; but commutation with the commutator, i.e.[
Ṽ (t),

[
Ṽ (t′), Ṽ (t′′)

]]
= 0 is exactly the property exhib-

ited by the forced harmonic oscillator.
To begin, we use the group property of the time devel-

opment operator

U(t2, t0) = U(t2, t1)U(t1, t0), (26)

and write

Ũ(t, t0) = lim
N→∞

eVN eVN−1eVN−2 . . . eV2eV1 (27)
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where, by definition,

Vn = − i
~

∫ t0+nε

t0+(n−1)ε
Ṽ (t′) dt′ and Nε = t− t0. (28)

Equation (27) is valid, even if the interaction operators do
not commute at different times, because the time intervals
of length ε are infinitesimally small and are not subject
to internal time ordering.
Equation (27) can be further reduced if the commutators[
Ṽ (t′), Ṽ (t′′)

]
are numbers for all t′ and t′′. This is indeed

the case for the forced harmonic oscillator, since according
to Eq. (15),

[
Ṽ (t′), Ṽ (t′′)

]
=

f(t′)f∗(t′′)e−iω(t
′−t′′) − f∗(t′)f(t′′)eiω(t

′−t′′), (29)

which is a complex number.
The Baker-Campbell-Hausdorff (BCH) relation, also
known as the Hadamard lemma [4],

eAeB = eA+B+ 1
2 [A, B] if [A, [A, B]] = 0, (30)

can then be applied repeatedly to give

Ũ(t, t0) = lim
N→∞

exp

(
N∑

n=1

(
Vn +

1

2

[
Vn,

n∑

k=1

Vk

]))

(31)

or, if the limit N →∞ and ε→ 0 is carried out,

Ũ(t, t0) = exp

(
− i

~

∫ t

t0

Ṽ (t′) dt′−

1

2~2

∫ t

t0

dt′
∫ t′

t0

dt′′
[
Ṽ (t′), Ṽ (t′′)

])
. (32)

For the forced harmonic oscillator, inserting Eq. (15)
and Eq. (29) into Eq. (32), we thus obtain the time
development operator in the interaction picture in the
desired form:

Ũ(t, t0) = eiβ(t,t0) exp
(
−ζ∗(t, t0)â+ ζ(t, t0)â†

)
, (33)

where we have defined

ζ(t, t0) = − i
~

∫ t

t0

eiωt
′
f∗(t′)dt′. (34)

This expression can be connected with the Fourier integral
of the applied force:

g(ω) =

∫ T1

T0

e−iωt
′
f(t′) dt′ =

∫ ∞

−∞
e−iωt

′
f(t′) dt′, (35)

that is,

g(ω) = −i~ζ∗(T1, T0) = −i~ζ∗(+∞,−∞). (36)

The real phase β in Eq. (33) manifests when eliminating
the time ordering operator, and stands for:

β(t, t0) =

i

2~2

∫ t

t0

dt′
∫ t′

t0

dt′′
(
f(t′)f∗(t′′)e−iω(t

′−t′′)

− f∗(t′)f(t′′)eiω(t
′−t′′)

)
. (37)

D. Coherent States and the Forced Harmonic
Oscillator

If the initial state at t = t0 is a coherent state |α〉 ([1]
§10.7(10.110), and also [5]), the state at time t is

|Ψ̃(t)〉 = Ũ(t, t0) |α〉 (38)

= eiβ(t,t0)e−ζ
∗(t,t0)â+ζ(t,t0)â

†
eαâ

†−α∗â |0〉 (39)

= eiβ(t,t0)e−ζ
∗â+ζâ†+αâ†−α∗â+(ζα∗−ζ∗α)/2 |0〉

(40)

= eiβ(t,t0)e(ζ+α)â
†−(ζ∗+α∗)â+(ζα∗−ζ∗α)/2 |0〉 (41)

= eiβ(t,t0)e(ζα
∗−ζ∗α)/2e(ζ+α)â

†−(ζ∗+α∗)â |0〉 (42)

= eiγ(t,t0) |α+ ζ〉 , (43)

where we applied the BCH relation (30) in the second to
third line, collected terms on â† and â, and moved the
(commuting) one-half term in the exponential to the left;
so that γ, like β, is a numerical phase.

We arrive at the intriguing and important conclu-
sion that, under the influence of the (dipole) interaction
f(t)â+ f∗(t)â†, a coherent state remains coherent at all
times, because the time development operator (33) is a dis-
placement operator ([1] §10.98, and also [6] §4.2(c)(108))
for coherent states.

Thus, what we have discovered is the property that co-
herent states in the forced harmonic oscillator evolve into
other coherent states (under spatially uniform forcing).
The immediate consequence of this is that we now see
how to physically create coherent states: reduce (e.g. by
cooling) harmonic oscillators to their ground state, and
then apply a (spatially uniform) force pulse.

As an aside, we know from classical mechanics ([7], §22)
that a forced harmonic oscillator Hamiltonian produces
oscillations displaced from their unforced motions. This
similarity between classical and quantum mechanics can
be taken as a starting point for building an Ansatz based
on the displacement operator, in order to solve the forced
harmonic oscillator by other methods (see [6], §4.2(c)).

E. Scattering Operator

Of particular interest is the limit of the operator Ũ(t, t0)
as t0 → −∞ and t→∞. This limiting time development
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operator is known as the S (or scattering) operator and
is defined formally as

S = Ũ(+∞,−∞). (44)

For the forced harmonic oscillator with a finite duration
interaction during the interval (T0, T1), the S operator is

S = eiβ exp

(
− i
~
g(ω)â− i

~
g∗(ω)â†

)
, (45)

where we have denoted

β = β(+∞,−∞), (46)

and g(ω), defined in Eq. (35) is the Fourier transform of
the generalized force f(t). Substituting the expression for
g(ω) according to Eq. (36), we obtain

S =

eiβ exp

(
− i
~

∫ +∞

−∞
(f(t)âe−iωt + f∗(t)â†eiωt) dt

)
. (47)

If the oscillator is in the ground state before the start
of the interaction, what is the probability that it will
be found in the nth excited oscillatory energy eigenstate
after the interaction?
The interaction produces the state S |0〉, which is a coher-
ent state with eigenvalue α = −i/~ g∗(ω). The transition
probability of finding the oscillator in the nth energy
eigenstate after the interaction is a Poisson distribution
(see [1], §10.7(10.110), and also [5]):

| 〈n|S |0〉 |2 = | 〈n| − i/~ g∗(ω)〉 |2 = Pn(α) (48)

=
1

n!

∣∣∣∣
g(ω)

~

∣∣∣∣
2n

e−|g(ω)|
2/~2

(49)

=
〈n〉n
n!

e−<n>, (50)

a fact of great significance in radiation theory: These
results can be interpreted in terms of a system of n quanta.
The interaction term in the Hamiltonian is linear in â† and
â, and creates and annihilates quanta. The strength of the
interaction determines the average number 〈n〉 of quanta
present, and characterizes the Poisson distribution, which
represents the probability that a dipole interaction pulse
incident on the vacuum state of our system of quanta
leaves after its passage a number of n quanta behind.

These features of the dynamics of the forced or driven
linear harmonic oscillator can then help understand the
creation and annihilation of photons. [1] §23

F. Time Evolution in the Schrödinger Picture

Finally, we use the results from the interaction pic-
ture to deduce the time development operator in the
Schrödinger picture. From Eq. (17) we infer that

U(t1, t0) = e−(i/~)Ĥ0t1Ũ(t1, t0)e(i/~)Ĥ0t0 . (51)

If we employ the oscillator Hamiltonian (9) for Ĥ0 and
the time development operator (33) in the interaction
picture, we obtain

U(t1, t0) = eiβ(t1, t0)

exp

(
− ζ∗(t1, t0)â eiωt1 + ζ(t1, t0)â† e−iωt1

)

e−(i/~)Ĥ0 (t1−t0). (52)
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Fractional statistics in two dimensions

Diwakar
(Dated: June 18, 2019)

In 3 dimensions, particles are grouped in two categories: bosons and fermions, depending on
whether they follow Fermi-Dirac or Bose-Einstein statistics. But in 2 dimensions, there exists a
continuous range of statistics between these two extremes and the particles that follow them are
called ”anyons”. Bosons have integral spins and fermions have half integral spins, but 2-D anyons
can have fractional spins. The main practical application of anyons and fractional statistics is in
condensed matter systems where it has been used to explain fractional quantum hall effect. The
paper will start by explaining how a 2D system called ’cyon’ acts as anyon followed by calculation
of partition functions and end with discussion of fractional quantum hall effect.

I. STATISTICS AND WAVEFUNCTIONS

Suppose we have two particles labeled as 1 and 2. The
wavefunction associated to them is ψ(1, 2). Next we in-
terchange the particles. In case of fermions, the new
wavefunction will differ from old wavefunction by a mi-
nus sign while in case of bosons the new wavefunction
will be same as old wavefunction.
If instead of interchanging particles, we rotate one parti-
cle around the other by an angle ∆φ in plane, the wave-
function transformation can be written as

ψ(1, 2)→ eiν∆φψ(1, 2) (1)

ν is called the statistics of the particles. It can be seen
by taking ∆φ = π(which means we are interchanging
particles) that for bosons, ν=0 and for fermions, ν=1.
For anyons, ν can be arbitrary.

II. CYON ACTING AS AN ANYON

A cyon consists of an infinity long and thin solenoid
with a charged particle inside it. Suppose the solenoid is
oriented along the z direction and passing through origin.
The magnetic field of the solenoid will be solely along z
direction.

~B = Bẑ (2)

The motion of the charged particle in the z direction
is free because no Lorentz force will act in z direction.
The motion in (x-y) plane is governed by the following
Lagrangian:

L =
1

2
mv2 +

e

c
~v · ~A (3)

,where ~v = ~̇r
and ~r = xx̂+ yŷ

and ~A is the vector potential for the magnetic field ~B

We assume the following magnetic field created by
solenoid:

~B = Φδ(2)(~r)ẑ (4)

We can see that:

∫
dr2 ~B = Φ (5)

Hence Φ is the flux of the magnetic field due to
solenoid.
The vector potential for ~B is:

~A(~r) =
Φ

2π
(
−yx̂
r2

+
xŷ

r2
) (6)

Note that r2 = x2 + y2. Everywhere in the discussion
of cyon, r is only in (x-y) plane and the z direction is
not included anywhere.

The canonical momentum is defined as

~p =
∂L

∂~̇r
=
∂L

∂~v
= m~v +

e ~A

c
(7)

We can now calculate the Hamiltonian

H = ~p ~̇r − L = ~p ~v − L =
mv2

2
(8)

It is the Hamiltonian for a free particle. But effect of
magnetic field is there as it shows up in the relation
between canonical momentum and kinetic momentum
as seen in (7).

The Lagrangian (3) is rotationally invariant. The con-
served quantity associated with this rotational symmetry
is canonical angular momentum Jc

Jc = ~r × ~p

Using expression of ~p from (7)

~Jc = ~r ×m~v +
e~r × ~A

c
= ~J +

eΦ

2πc
(9)
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where ~J is the kinetic angular momentum.
It has been shown (Jackiw and Redlich, 1983) that eigen-

values of ~Jc are integral multiples of ~. Hence

~Jc = m~ m ∈ Z

This gives us the following value for kinetic angular
momentum

~J = ~(m− eΦ

hc
) m ∈ Z (10)

Hence in the presence of magnetic field, the values of
kinetic angular momentum are shifted from the integal
multiple of ~
Spin of a cyon is defined as

s =
~J(m = 0)

~
=
−eΦ
hc

(11)

In general, s is neither integer nor half-integer. So we
expect cyon to behave like an anyon. To find the statistics
of a cyon, we consider two cyons and their wavefunction
is ψ(1, 2). Now imagine that the one cyon is rotated by
2π around each other. Particles in both the cyons would
acquire a phase due to rotation in the magnetic field of
the solenoid of the other cyon. The phase acquired by one
particle on such rotation around closed loop L is given
by Aharonov Bohm effect:

exp(
−ieΦ
~c

)

This is the phase acquired when one cyon particle is
rotated around another cyon solenoid enclosing flux Φ.
But the second particle will also acquire similar phase
since it will also seem to rotate around the first cyon.
So, total phase acquired by two cyons are given complete
rotation is twice of this

exp(
−2ieΦ

~c
) = exp(

−2π2ieΦ

hc
)

Note that on the right hand side above, it is h instead
of ~. Comparing this with equation (1) and noting that
∆φ = 2π, we get

ν =
−2eΦ

hc
(12)

Comparing equation (12) with equation (11), we get the
following relation between statistics and spin

ν = 2s

Thus in general, a cyon is an anyon and the standard
spin-statistics relation is satisfied.

III. STATISTICAL MECHANICS OF ANYONS

A. Partition function

Suppose a constant particle number system has energy
levels: E1, E2, ...., EN . Then the partition function of the
system is defined as

Z =
N∑

n=1

exp(−βEi) (13)

where 1
β = kBT , T is temperature of system

This is called canonical partition function. Here the num-
ber of particles in the system are fixed.

B. Calculating partition function for 2 particles

Calculating partition function for fermions and bosons
is easier than for anyons. Here i have calculated partition
function of bosons and fermions for single and 2 particle
system.
The system we consider is a 2D harmonic oscillator in a
plane. The energy levels for one particle in 2D oscillator
is given by

E(n1, j1) = (n1 + j1 + 1)~ω (14)

where n1, j1 = 0, 1, 2, .....

CASE 1: Single particle

Single particle partition function can be calculated as

Z1 =

∞∑

n1=0

∞∑

j1=0

exp(−βE(n1, j1))

=
∞∑

n1=0

∞∑

j1=0

exp(−β(n1 + j1 + 1)~ω)

= exp(−β~ω)
∞∑

n1=0

exp(−βn1~ω)
∞∑

j1=0

exp(−βj1~ω)

= exp(−β~ω)
( ∞∑

n=0

exp(−βn~ω)
)2

The infinite series is convergent and converges to

1

1− exp(−βω)

Hence,
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Z1 =
exp(−βω)

(1− exp(−βω))2
=

1

4sinh2(βω2 )
(15)

Z1 is same for bosons, fermions and anyons since there
is no statistics to speak of in case of single particle.

CASE 2: Two particles

In case of two particles, energy is given by

E(n1, j1, n2, j2) = (n1 + j1 + n2 + j2 + 2)~ω (16)

The 2 body partition function for bosons is given by

Zbos2 =
∑

[n1,j1,n2,j2]

exp(E(n1, j1, n2, j2)) (17)

The sum over all 4 integers is not independent of each
other. The new state given by interchanging particles
in a given state is not to be counted. For example the
difference between states (n1 = 1, j1 = 2;n2 = 3, j2 = 4)
and (n1 = 3, j1 = 4;n2 = 1, j2 = 2) is just interchange of
particles 1 and 2. These two states have to be counted
only once.
With a little manipulation, the ’restricted sum’ could be
converted into ’independent sum’ by noting the following

∞∑

n1,j1=0

∞∑

n2,j2=0

+

∞∑

n1=n2=0,j1=j2=0

= 2
∑

[n1,j1,n2,j2]

(18)

Using this, we have

Zbos2 =

1
2 [
∑∞
n1,j1=0

∑∞
n2,j2=0 exp(−β~ω(n1+j1+n2+j2+2))+

∑∞
n,j=0 exp(−β~ω(2n+ 2j + 2))]

=
1

2
[
exp(−2β~ω)

(1− exp(β~ω))4
+

exp(−2β~ω)

(1− exp(2β~ω))2
]

Zbos2 =
cosh(β~ω)

8sinh2(β~ω2 )sinh2(β~ω)
(19)

The fermionic 2 body partition function can also be
calculated in a similar way

Zfer2 =
∑

[n1,j1,n2,j2]

exp(E(n1, j1, n2, j2)) (20)

Just like for bosons, the sum is restricted here also.
The states obtained by interchanging of particles have
to be counted just once. Additionally, due to Pauli’s
exclusion principle, both the particles cannot be in the
same state.
Here also we convert the restricted sum to independent
sum but the equation will get modified to include Pauli’s
exclusion principle.

∞∑

n1,j1=0

∞∑

n2,j2=0

−
∞∑

n1=n2=0,j1=j2=0

= 2
∑

[n1,j1,n2,j2]

(21)

Using this, we have

Zfer2 =

1
2 [
∑∞
n1,j1=0

∑∞
n2,j2=0 exp(−β~ω(n1+j1+n2+j2+2))−

∑∞
n,j=0 exp(−β~ω(2n+ 2j + 2))]

=
1

2
[
exp(−2β~ω)

(1− exp(β~ω))4
− exp(−2β~ω)

(1− exp(2β~ω))2
]

Zfer2 =
1

8sinh2(β~ω2 )sinh2(β~ω)
(22)

Calculations for higher N particles partition function
is also possible in similar way but the equations (18) and
(21) become more and more complicated as N becomes
higher and higher.
However, this method cannot be used to calculate par-
tition function of anyons. The partition function for
anyons of any general statistics, ν has been derieved in
”Lecture notes on anyons” by Alberto Lerda (Chapter 7,
page 96-98). Here, i have directly written the formula for
two particle anyon system

Z2(ν, 0) =
cosh((1− ν)β~ω)

8sinh2(β~ω2 )sinh2(β~ω)
(23)

Note that we recover eqn (19) for ν = 0(bosons) and
eqn (22) for ν = 1(fermions)

IV. QUANTUM HALL EFFECT

Quantum Hall effect is observed in 2D system at very
low temperatures (few degrees kelvin) and very high mag-
netic field ( 10 Tesla). Under these conditions, electrons
in the system can move only in the layer perpendicular to
the direction of magnetic field. In Quantum Hall Effect
(QHE), the Hall conductance (σH) is given by

σH = ν
e2

h
(24)
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where ν can be an integer (Integer QHE) or a fraction
(Fractional QHE)
The quantum number, ν is actually equal to a physical
quantity called ’filling factor’ which is defined as number
of electrons per number of Landau levels available. In
the presence of magnetic field, the energy spectrum of
electrons split into Landau levels. For a finite sample of
area A, the number of Landau levels is given by

A

2πl20
(25)

l0 is called magnetic length and is given by

l0 =

√
~c
eB

(26)

The filling factor thus becomes

ν =
N
A

2πl20

=
N
ABe
hc

=
N
φ
φ0

(27)

where N is number of electrons in the system, φ = BA
is magnetic flux and φ0 = hc

e is flux unit.

The proof that the quantum number, ν appearing in
(24) is indeed the filling factor ν of (27) can be found in
book Prange and Garvin, 1990.

If ν is integer (integer QHE), it means that all the Lan-
dau levels are filled. If ν is fraction (fractional QHE), it
means that only a fraction of the Landau levels are filled.

When ν = 1
m where m is odd integer, the ground state

wavefunction is given by (Laughlin, 1983)

ψm = Nm
∏

I<J

(zi − zj)mexp(
−∑I |zI |2

4l20
) (28)

where zI , zJ are coordinates of Ith and Jth electrons
respectively and Nm is normalization constant.

We can produce excitations in this system by bringing
about change in the number density of electrons, for ex-
ample by changing flux at some point. These excitations
can be of two types ’quasi-particles’ and ’quasi-holes’.
We want to prove that these excitations have fractional
charge as well as fractional statistics. I have considered
the case of only quasi-holes here.
For a system with filling factor ν = 1

m , the wavefunction
with one quasi-hole at zα can be written as

ψzαm = Nzα
∏

I

(zI − zα)ψm (29)

where ψm is ground state wavefunction of (28).

We want to see the charge and the statistics of the
these quasi-hole excitations. We shall see that the charge

of quasi-hole is 1
m of electronic charge,e. And the statis-

tics is equal to the filling factor ν = 1
m . This will prove

that quasi-hole excitations are anyons.
The charge of quasi-hole will be calculated by looking at
the phase that the wavefunction acquires when the quasi-
hole is moved adiabatically in a closed loop around a flux
φ.
Since the motion of quasi-hole in a closed loop around
flux φ is adiabatic, the phase acquired by the wavefunc-
tion is equal to

exp(−iγ) (30)

where,

γ = −i
∫ t1

t0

〈ψ(t)| d
dt
|ψ(t)〉 dt (31)

Here t0 and t1 are respectively the times when the
quasi-hole starts the loop and comes back to the initial
point after completing the loop.
Eqn (30) is called Berry phase.
We can calculate γ by putting expression of wavefunc-
tion from eqn(29) into eqn(31). Note that wavefunction
in eqn(29) will be treated as function of time because po-
sition of quasi-hole zα is function of time as it is going
around in a loop. The calculation is skipped here (check
Lecture notes on anyons, Alberto Lerda, pg 115). The
final result is equal to

γ = 2πNe (32)

where Ne is number of electrons inside the loop traversed
by quasi-hole. According to Aharonov-Bohm effect, when
a particle of charge q is moved around in loop encircling
a flux of φ, the wavefunction picks up a phase

exp(
−iqφ
~c

) (33)

Comparing this with the phase we have obtained

qφ

~c
= 2πNe (34)

We can find the relation between φ and Ne using eqn(27)

ν =
1

m
= Ne

φ0

φ
(35)

Using this in eqn (34), we get

q =
e

m
(36)

proving that quasi-holes have fractional charges.
The other kind of excitation called quasi-particle also
equal but opposite charge to quasi-hole.
The next task is to prove that quasi-holes have statistics
of 1

m and are thus anyons.
For this we consider two quasi-holes at positions zα and
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zβ . The wavefunction will be the generalisation of eqn
(29)

ψ
zαzβ
m = Nzαzβ

∏

I

(zI − zα)(zI − zβ)ψm (37)

Just like in the case of calculating charge, here also we
will move zα in a loop while keeping zβ fixed and calculate
the Berry phase

γ = −i
∫ t1

t0

〈
ψ
zαzβ
m (t)

∣∣ d
dt

∣∣ψzαzβm (t)
〉
dt (38)

In the above integral zα is a function of time while zβ
is constant. If the loop followed by zα does not include
zβ , the result of the integral will be

γ = 2πNe (39)

where Ne is the number of electrons inside the loop just
like we got in eqn (32). If zβ is contained inside the loop
then the integral will be

γ = 2π(Ne −
1

m
) (40)

which has a physical interpretation of a quasi-hole acting
as 1

m fraction of an electron.

Comapring (40) and (39), we see that wavefunction
picks an extra phase

exp(−i∆γ) = exp(i
2π

m
) (41)

The moving of one quasi-hole around the other in
closed loop corresponds to ∆φ = 2π in eqn (1). Thus
the statistics of two quasi-holes is given by

ν =
1

m
(42)

which is equal to the filling fraction.

When m=1, the two quasi-holes system is fermionic
but for m=3,5,..., quasi-holes are anyons.
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Further explanations on Runge-Lenz vector

Rui Yin

The Kepler problem is about a two body system interactng by inverse square force, whose solution
curve turns out to be a conic section. Classcially, Runge-Lenz vector is conserved for Kepler problem
and has close relationship with the eccentricity of the ellipse orbit. Same analogy works for quantum
mechanics. Moreover, a conserved quantity corresponds to a symmetry of the system. As a result,
conservation of Runge-Lenz vector reveals some hidden symmetry in higher dimensions.

I. INTRODUCTION

The Kepler problem is a two-body system, in which

the interaction force ~f(r) goes like 1
r2 or potential V (r)

goes like 1
r between them. The solution orbit can be

circle, ellipse, parabola or hyperbola for different energy
and initial conditions. Here we mainly focus on the case
of ellipse where the target object is bounded with E < 0.

II. CLASSICAL DESCRIPTION OF
RUNGE-LENZ VECTOR

A. Definition

Suppose the Hamiltonian of the system takes the form:

H =
~p2

2m
− k

r

Then the corresponding Runge-Lenz vector is given by

~R =
1

mk
(~p× ~L− ~r

r
)

B. Conservation and derivation

Since the interaction is a central force ~f(r) equal to
k
r2 , the Hamiltonian H and angular momentum L are
constants of motion. We can see that the Runge-Lenz
vector is also a constant of motion by checking:

d

dt
((~p× ~L) =

d~p

dt
× ~L

= ~f(r)× ~L

= f(r)
~r

r
× (~r × ~p)

=
f(r)

r
~r × (~r ×m~̇r)

=
mf(r)

r
(~r × ~r × ~̇r)

(2.1)

Using the equality

~a×~b× ~c = (~a · ~c)~b− (~a ·~b)~c (2.2)

The above equation can be written as

d

dt
((~p× ~L) =

mf(r)

r
((~r · ~̇r)~r − (~r · ~r)~̇r) (2.3)

In order to get a constant of motion,we need to rewrite
the right hand side as a total derivative. Notice that

~r · ~r = r2 (2.4)

~r · ~̇r =
1

2
(~r · ~̇r + ~̇r · ~r) =

1

2

d

dt
~r · ~r =

1

2

dr2

dt
= rṙ (2.5)

We get

d

dt
((~p× ~L) = −mf(r)

r
(r2~̇r − rṙ~r)

= −mf(r)r2(
~̇r

r
− ṙ~r

r2
)

= −mf(r)r2
d

dt
(
~r

r
)

(2.6)

To get a new constant of motion, we need to make the
coefficient f(r)r2 unchange, which leads to the inverse
square force or Coulomb potential. Thus, unlike energy
and angular momentum, Runge-Lenz vector is a special
constant of motion of the system under Coulomb poten-
tial. Besides,the second term in the parenthese of Runge-
Lenz vector (−~rr ) contains the information of potential,
which proves our point.

C. Geometric representation

First of all, what is the direction of Runge-Lenz vec-
tor? The below two pictures give the behavior under
1
r potential without and with little perturbation respec-
tively. FIG.1 and FIG.2 shows that a small deviation
from 1

r potential causes the rotation and shape change
of the ellipse. Under little perturbation, it is reasonable
to believe that Runge-Lenz vector has also changed for
the reason that it is highly dependent on the 1

r potential.
As a result, we tend to make a connection between the
Runge-Lenz vector and some geometric features. Candi-
dates are the direction of semi-major axis, eccentricity,
envolope area of ellipse and so on. Actually, the direction
of Runge-Lenz vector is along the semi-major axis, point-
ing to the perihelion, and the magnitude of Runge-Lenz
vector is proportional to the eccentricity of the orbit.
FIG.3 below can give intuition about these facts.

Next, we want to clarify some notations. See FIG.4
below. The sun stays at the focus on the semi-major axis.
We denote the length of semi-major axis as a, length of
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FIG. 1. Orbit without perturbation

perterbation.jpg

FIG. 2. Orbit with perturbation

FIG. 3. Runge-Lenz vector demonstration

FIG. 4. Elliptical orbit

semi-minor as b, foci as c, eccentricity as e = c
a . Besides,

the relation a2 = b2+c2 holds. Also, we denote the vector
from sun to perihelion p as ~rp, the vector from sun to

aphelion a as ~ra. Finally, we want to show ~R = e
~rp
rp

.

~p× ~L = ~p× ~r × ~p
= (~p · ~p)~r − (~p · ~r)~p

(2.7)

At the perihelion, ~p is perpendicular to ~r, we get

(~p× ~L)p = p2 ~rp =
L2

r2p
~rp (2.8)

We now need to find the expression for L2 in terms of rp.
In spherical coordinates, the Hamiltonian can be written
as

H =
p2r
2m

+
L2

2mr2
− k

r

where pr represents the radial momentum of the mass
point. At the perihelion and aphelion, pr = 0, then

E =
L2

2mr2a
− k

ra
(2.9)

E =
L2

2mr2p
− k

rp
(2.10)

Eliminate the E term, we get

L2

2m
(

1

ra
+

1

rp
) = k (2.11)

L2 = 2mk
rarp
ra + rp

(2.12)

Plug in ra = a+ c and rp = a− c, we have

L2 = 2mk
a2 − c2

2a

= mka
a2 − c2
a2

= mka(1− e2)

(2.13)
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Similarly, eliminate L2 term, we have

E = − k

2a
(2.14)

Plug back into Eq(2.8), yielding

(~p× ~L)p =
L2

r2p
~rp

=
mka(1− e2)

(a− c)rp
~rp

=
mk(1− e2)

(1− e)rp
~rp

=
mk(1 + e)

rp
~rp

(2.15)

Finally, we get

1

mk
(~p× ~L)− ~rp

rp
= e

~rp
rp

D. Other properties

We know that an mass point in 3D space has 6 de-
grees of freedom, 3 for position and 3 for momentum.
Given the restriction of ellipse orbit, there is 5 degrees of
freedom remains. On the other hand, there are 3 quanti-

ties conserved, i.e. energy E, angular momentum ~L and

Runge-Lenz vector ~R , 7 degrees of freedom totally. It
shows that there are 2 dependent quantities or 2 unknown
restrictions. Take the energy and angular momentum to
be independent, there will be 2 dependent relations for
Runge-Lenz vector in both direction and magnitude as-
pects. We will give the conclusion directly.

~L · ~R = 0 (2.16)

R2 = 1 +
2EL2

mk2
(2.17)

Eq(2.16) makes sense for the reason that Runge-Lenz vec-

tor ~R lies in the plane of orbit while ~L is perpendicular
to the plane. To get Eq(2.16) explicitly, on the left hand
side, ignore the constant prefactor 1

mk , we have

LHS = ~L · (~p× ~L− ~r

r
)

= ~L · (~p× ~L)− 1

r
~L · ~r

= 0− 1

r
(~r × ~p) · ~r

= 0

(2.18)

Since ~p × ~L is perpendicular to ~L and same relation for
~r × ~p and r. Eq(2.17) is just expressed R2 in terms of E
and L2 using Eq(2.13) and Eq(2.14).

III. QUANTUM VERSION OF RUNGE-LENZ
VECTOR

A. Review

To meet the requirement of Hermitian operator, the
quantum Runge-Lenz vector takes the form

R =
1

2mk
(p× L− L× p)− r

r

From 8.05, we know that

[R,H] = 0 (3.1)

R · L = 0 (3.2)

R2 = 1 +
2H

mk2
(L2 + ~2) (3.3)

The above equations make good correspondence to clas-
sical ones, given ~ ≈ 0 in Eq(3.3) for common life.

The energy level of Hydrogen atom is given by

En = − e2

2a0
1
n2 , which is independent of quantum number

l and m. Each level has degeneracy n2. Compared with
3D harmonic oscillator with Hamiltonian H = ~ω(N1 +
N2 + N3 + 3

2 ), for the first excited state, 3D harmonic
oscillator has degeneracy 3, while Hydrogen atom has 4.
Hydrogen atom is more than 3D rotational symmetry,
where Runge-Lenz vector may play a role.

From another point of view, Noether’s theorem says
that every conservation law corresponds to a symmetry
of the system. We’ve heard that translation invariance
corresponds to momentum conservation and rotation in-
variance corresponds to angular momentum conserva-
tion. Then comes the question: what kind of symmetry
does Runge-Lenz vector conservation corresponds to?

B. Commutation relations

In the beginning, considering the commutation relation
for L,

[Li,Lj ] = i~εijkLk

It is natural to think about the commutator [Ri,Rj ].
Remember the equality p × L = −L × p + 2i~p, we
rewrite R as

R =
1

mk
(p× L− i~p)− r

r

With some calculation, we can show that

[Ri,Rj ] = i~εijk(
−2H

mk2
)Lk (3.4)

[Li,Rj ] = i~εijkRk (3.5)
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Eq(3.4)(3.5) means that Runge-Lenz vector is a vector
under rotation and its commutation algebra isn’t closed
by itself alone. Contrary to the commutation behavior of
L, R is somehow mixed with L. Suppose we are working
in the energy eigenstate with energy , we can replace H

with E in Eq(3.4). Set R̃ =
√
−mk2
2E R, we can rewrite

Eq(3.4)(3.5) as

[R̃i, R̃j ] = i~εijkLk (3.6)

[Li, R̃j ] = i~εijkR̃k (3.7)

The rescaled Runge-Lenz vector R̃, together with angular
momentum L forms a closed commutation algebra, which
in fact make a generalization from 3D rotation to 4D
rotation.

We can also define two vector operators from L and R̃

J1 =
1

2
(L + R̃) (3.8)

J2 =
1

2
(L− R̃) (3.9)

Then the commutation realtions simply becomes

[J1i,J1j ] = iεijkJ1k (3.10)

[J2i,J2j ] = iεijkJ2k (3.11)

[J1,J2] = 0 (3.12)

The above relations mean that J1 and J2 are decoupled
and constitute angular momentum algebra separately.

C. Group structure

We will first review our familiar structure of angular
momentum. All 3D rotation transform O form a group,
so-called SO(3), satisfying following two conditions:

OTO = I, det(O) = 1 (3.13)

The first orthogonal condition makes the inner product
of vectors unchange, in other words, the distance be-
tween two points is invariant under rotation. For ex-
ample, given a vector in 3D space ~v, the length square is
a constant, put in matrix form:

vT v = c (3.14)

After rotation, v′ = Ov, and the length square becomes:

v′T v′ = (Ov)T (Ov) = vTOTOv = c (3.15)

which shows the unitary condition. The second determi-
nant condition for O makes the right-hand coordinates

unchange under 3D rotations. Take a close look at O
near the neibhorhood of identity element. Then O can
be expressed by O = I+Aθ, where we let θ to be a small
change of angles and call A the generator of O. Similarly,
OT = I +AT θ. To achieve our orthogonal reqirement in
Eq(3.13), we get

(I +AT θ)(I +Aθ) = I (3.16)

I +AT θ +Aθ +ATAθ2 = I (3.17)

By ignoring the second order of θ, we get

AT +A = 0 (3.18)

which means the generator A can be represented by a
anti-symmetric matrix. The exact expression for O is
O = eθA, as we encountered in course. Thus the deter-
minant condition requires that

det(eθA) = eθtr(A) = 1 (3.19)

tr(A) = 0 (3.20)

There can be 3 basis for anti-symmetric and traceless
matrices:

A1 =




0 0 0
0 0 −1
0 1 0


 , A2 =




0 0 1
0 0 0
−1 0 0


 , A3 =




0 −1 0
1 0 0
0 0 0




with commutation relations [Ai, Aj ] = −εijkAk.
By set Li = −iAi, we get our familiar representation

for angular momentum(~ = 1).

L1 = i




0 0 0
0 0 1
0 −1 0


 ,L2 = i




0 0 −1
0 0 0
1 0 0


 ,L3 = i




0 1 0
−1 0 0
0 0 0




where the anti-symmetric condition becomes the Hermi-
tian condition for matrix and the commutation relations
satisfy. The dimension of rotation group, or the numbers
of basis, equals the numbers of entries at the right-up
corner of matrix. For 3D case, it is 3 , and it is 6 for
4D rotation, which is exactly the sum of the numbers for
angular momentum and Runge-Lenz vectors.

Now we add a fictitious axis w in front of x, y, z axis.
Then the above 3D rotation basis, or angular momentum
operators become:

L1 = i




0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0


 ,L2 = i




0 0 0 0
0 0 0 −1
0 0 0 0
0 1 0 0


 ,L3 = i




0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0




Hence, bt fufilling the left entries at the right-up cor-
ner, the expressions for remaining 3 basis in 4D rotation
matrices naturally come out as follows:

R̃1 = i




0 1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0


 , R̃2 = i




0 0 −1 0
0 0 0 0
1 0 0 0
0 0 0 0


 , R̃3 = i




0 0 0 1
0 0 0 0
0 0 0 0
−1 0 0 0
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It is easy to check these matrices satisfy the relations
in Eq(3.6)(3.7) Eq(3.10)(3.11)(3.12) told us that the 4D
rotation group falls into 2 independent pieces of 3D ro-
tations. It is actually a special feature for 4 dimension
space.

Let us make a analogy for better understanding. The
most common 4D vector we may get reach to can be 4-
vector in spacetime expressed by xµ(µ = 0, 1, 2, 3), where
t denoted by x0. The invariance is called proper time τ ,
calculated by

(cdτ)2 = (cdt)2 − (dx)2 − (dy)2 − (dz)2 (3.21)

where dτ is the small segment of proper time, and c is
the velocity of light. Just like distance in 3D space, we
can treat proper time as distance in spacetime. From
passive perspective, the 4-vector xµ in frame 1 can be
represented by xµ′ in frame 2 with xµ′ = Txµ, where T is
a 4D rotation transform. Then T can be decomposed into
2 kinds of transforms, one is the usual 3D rotation, the
other is the boost, the translation between two inertial
reference frames. The boost is an analogy for the rescaled
Runge-Lenz vector R̃.

IV. CONCLUSION

The central force without any orientation preference
provides 3D rotation symmetry. Furthermore, for po-
tential decreases precisely as 1

r , there is more symmetry
added to the system with Runge-Lenz vector conserved
in correspondence. It turns out to be a 4D rotation sym-
metry which can be decomposed into two 3D rotation
symmetry.
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The Grassmann algebra captures the defining properties of fermions. The anti-commutativity of
Grassmann numbers corresponds to the state of a multi-fermion system being totally antisymmetric,
while their nilpotency is classically equivalent to the Pauli exclusion principle. After reviewing the
Fock spaces for bosons and fermions, we proceed to define the Grassmann algebra. Then we explore
Grassmann analysis, aiming towards Gaussian integration on Grassmann algebras. We finally define
fermion displacement operators (Weyl translations) for Grassmann variables and deduce some basic
properties of the associated fermion coherent states.

I. INTRODUCTION

A. Fock Spaces

Following [1], let us consider a quantum system of
an unspecified number of identical particles. Here, the
quantum state of each particle is an element of the Hilbert
space H, so that the states of systems of N particles are
in the Hilbert space H⊗N = H⊗ · · · ⊗ H. If the number
of particles is allowed to vary then the total Hilbert space
is the Fock space:

F(H) :=
∞⊕

N=0

H⊗N . (1)

Let SN denote the symmetric group of permutations
from the set {1, 2, . . . , N} to itself, and let the group
homomorphism sgn : SN → {1,−1} give the parity of
a permutation. According to the symmetry postulate,
a quantum system of N identical bosons is completely
symmetric with respect to the group action of SN on
H⊗N ; while a quantum system of N identical fermions
is completely antisymmetric with respect to the group
action [2].

We can express this formally using the symmetrizer
and antisymmetrizer:

ΠB(ψ1 ⊗ · · · ⊗ ψN ) =
1

N !

∑

π∈SN
ψπ(1) ⊗ · · · ⊗ ψπ(N) (2)

ΠF (ψ1 ⊗ · · · ⊗ψN ) =
1

N !

∑

π∈SN
sgn(π)ψπ(1) ⊗ · · · ⊗ψπ(N)

(3)
where ψ1, . . . ψN ∈ H. We can then define the Fock
space for bosons as the subspace FB(H) := ΠBF(H), and
the Fock space for fermions as the subspace FF (H) :=
ΠFF(H).

B. Creation and Annihilation Operators (CAP)

In FB(H) we have the boson CAP satisfying the canon-
ical commutation relations (CCR):

[âi, â
†
j ] = δi,j , [âi, âj ] = [â†i , â

†
j ] = 0. (4)

While in FF (H) we have the fermion CAP satisfying the
canonical anti-commutation relations (CAR):

{ĉi, ĉ†j} = δi,j , {ĉi, ĉj} = {ĉ†i , ĉ†j} = 0. (5)

II. GRASSMANN ALGEBRA

From the CAR (5) above, we derive the nilpotent rela-

tion, (ĉ†i )
2 = 0; this demands the introduction of a new

type of number, the Grassmann number. Nilpotency can
be considered to be classically equivalent to the Pauli
exclusion principle which characterizes fermions, and the
Grassmann numbers provide a convenient mathematical
tool for computations in supersymmetric models of nature
[1].

The Grassmann algebra Gn is an associative algebra,
with unit 1, over a C-linear space, with n generators
{θ1, . . . , θn} (called Grassmann numbers or g-numbers)
that satisfy the anti-commutation relation

θiθj = −θjθi, ∀i, j = 1, . . . , n. (6)

This sign change, produced by changing the order of
the product of g-numbers is the key difference between
complex numbers (c-numbers) and g-numbers; as a con-
sequence, the g-numbers exhibit nilpotency:

θpi = 0, ∀i, j = 1, . . . , n (7)

with p ≥ 2.

A. Grassmann Functions

We form a basis of Gn by collecting the sets of nCk =(
n
k

)
distinct monomials {θi1θi2 · · · θik |i1 < i2 < · · · < ik}

of degree k, where 0 ≤ k ≤ n (any monomial of degree
> n is zero because of (7)), and hence its demension is∑n
k=0 nCk = 2n. A Grassmann function of n g-numbers

is an element of Gn and can be expressed as a linear
combination of monomials, which requires a total of 2n

c-numbers:

f(θ1, . . . , θn) =

n∑

k=0

∑

i1,...,ik

f
(k)
i1,...,ik

θi1 · · · θik (8)
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where the f
(k)
i1,...,ik

are completely antisymmetric tensors

(permuting the indices in the paired monomial should
introduce a sign change, which should be met by an
accompanying sign change in the coefficient function; if
two of the indices are equal then that term should be
zero) with elements being c-numbers.

Following convenient notation from [1], we can intro-
duce the n-dimensional multi-index ε = (ε1, . . . , εn) ∈
E [n] = {0, 1}n, allowing us to write θε = θε11 · · · θεnn . Ele-
ments of Gn are thereby elements of a linear vector space
(over a field C in this case) with basis {θε|ε ∈ E [n]}. There
exists a unique decomposition for every f(θ) ∈ Gn as:

f(θ) := f(θ1, . . . , θn) =
∑

ε∈E[n]
f (|ε|)ε (θ)θε (9)

where f
(|ε|)
ε (θ) are c-numbers and |ε| := ε1 + · · ·+ εn is

the number of fermionic states occupied.
We then introduce the linear parity operator defined by

P(θε) := (−1)|ε|θε. Because the monomials in the basis
{θε|ε ∈ E [n]} can be separated by the parity operator,
we have a direct sum decomposition Gn = Gn,E ⊕Gn,O,
where the elements of Gn,E are said to be even and ele-
ments of Gn,O are said to be odd .

Elements in the subspace Gn,E can be decomposed as
in (8), but with the first summation only over even k
(even monomials):

fE(θ) =

bn/2c∑

k=0

∑

i1,...,i2k

f
(2k)
i1,...,i2k

θi1 · · · θi2k (10)

=
∑

ε∈E[n]
|ε| even

f (|ε|)ε (θ)θε; (11)

this subspace consists of eigenvectors of the parity opera-
tor with eigenvalue 1, i.e. P(fE(θ)) = fE(θ). Similarly,
elements in the subspace Gn,O can be decomposed as in
(8), but with the first summation only over odd k (odd
monomials):

fO(θ) =

bn/2c∑

k=0

∑

i1,...,i2k+1

f
(2k+1)
i1,...,i2k+1

θi1 · · · θi2k+1
(12)

=
∑

ε∈E[n]
|ε| odd

f (|ε|)ε (θ)θε; (13)

this subspace consists of eigenvectors of the parity opera-
tor with eigenvalue -1, i.e. P(fO(θ)) = −fO(θ).

The product of Grassmann monomials satisfies:

θεθζ = (−1)|ε|·|ζ|θζθε (14)

for ε, ζ ∈ E [n]. Then by examining the product of Grass-
mann functions f, h ∈ Gn

f(θ)h(θ) =
∑

ε,ζ∈E[n]
f (|ε|)ε (θ)h

(|ζ|)
ζ (θ) θεθζ (15)

=
∑

ε,ζ∈E[n]
(−1)|ε|·|ζ|h(|ζ|)ζ (θ)f (|ε|)ε (θ) θζθε, (16)

we can determine how even and odd Grassmann functions
commute. From (14), we see that even elements commute
with every element of the algebra, while odd elements
commute with even elements but anti-commute with other
odd elements; as such, only the odd elements of the Grass-
mann algebra are nilpotent. Thus, since even functions
are only composed of even elements and odd functions
are only composed of odd elements, ∀fE , hE ∈ Gn,E and
∀fO, hO ∈ Gn,O we have the following commutation rela-
tions:

[fE , hE ] = [fE , hO] = [fO, hE ] = 0, (17)

[fO, hO] = 2fOhO. (18)

Therefore, the center of the algebra is Z(Gn) = Gn,O.
Furthermore, for arbitrary f, h ∈ Gn, decomposed as
f = fE+fO and h = hE+hO, we obtain the commutation
relations:

[f, g] = [fE , hE ] + [fE , hO] + [fO, hE ] + [fO, hO] (19)

= [fO, hO] = 2fOhO. (20)

Thus:

[f, [f, h]] = [fE + fO, 2fOhO] (21)

= 2fO[fO, hO] = 4(fO)2hO = 0. (22)

Hence, the Grassmann functions themselves behave alge-
braically as Grassmann numbers [3].

This feature enables us to apply the Baker-Campbell-
Hausdorff formula to the Grassmann functions:

efeh = ef+he
1
2 [f,h] = ef+hefOhO . (23)

As a result of (22), the exponential transformation law
for the Grassmann functions f, h ∈ Gn reduces to:

efh e−f = f + [f, h] +
1

2!
[f, [f, h]] + . . . (24)

= f + [f, h]. (25)

B. Complex Conjugation

We can now introduce the notion of complex conjuga-
tion for Grassmann numbers by defining the antilinear
map ? : Gn → Gn, which is an antiautomorphism and
involution; hence it satisfies the following properties:

(θ?i )? = θi, (26)

(ciθi + cjθj)
? = θ?i c

?
i + θ?j c

?
j = c?i θ

?
i + c?jθ

?
j , (27)

(θiθj)
? = θ?j θ

?
i . (28)

∀θi, θj ∈ Gn and ∀ci, cj ∈ C (where the star operator is
normal complex conjugation for the c-numbers). This
antilinear mapping is reminiscent of the Hermitian adjoint
in quantum mechanics.
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We can also define the real and imaginary parts of for a
g-number, in an analogous manner to that for c-numbers:

θ< :=
1

2
(θ + θ?), (29)

θ= :=
1

2i
(θ − θ?), (30)

such that θ< = θ?< and θ= = θ?= are self-adjoint like their
complex number counterparts.

If we include the conjugates with original n g-numbers
in the generator set, then we can compose 22n monomials
of degree up to 2n; elements of the Grassmann algebra
can be decomposed as a generalization of (8).

III. GRASSMANN CALCULUS

A. Grassmann Differentiaion

As a result of the general anti-commutation relation
(6), derivatives with respect to Grassmann variables can
provide different results depending on their direction of
action, left or right. The left and right derivatives of a
Grassmann function can be defined via their actions on
the basis {θε|ε ∈ E [n]} of Gn. For a basis element which
includes the Grassmann variable being differentiated the
process of differentiation is defined as follows: (a) in the
case of left differentiation we move the differentiated vari-
able to the leftmost position in the monomial utilizing the
sign change from anti-commutativity (sign rule), while in
the case of right differentiation we move the differenti-
ated variable to the rightmost position in the monomial
utilizing the sign rule; then (b) remove the differentiated
variable from the monomial; finally, (c) the other Grass-
mann variables in the monomial are treated as constants
after the sign rule is fully exploited ([3],[4]).

The left derivative of a general degree k monomial,
θi1 · · · θik ∈ Gn is then

−−→
∂

∂θi
θi1 · · · θik =

k∑

j=1

(−1)j−1δiijθi1 · · · θ̂ij · · · θik , (31)

where θ̂ij indicates that this Grassmann number is re-
moved from the monomial; the right derivative of the
same monomial basis element is:

θi1 · · · θik
←−−
∂

∂θi
=

k∑

j=1

(−1)k−jδiijθi1 · · · θ̂ij · · · θik . (32)

Higher-order derivatives are defined by successive appli-
cation of the differential operators ordered by proximity
to the Grassmann function being differentiated.

B. Grassmann Integration

Integrals over Grassmann numbers have no geometric
significance (as in real or complex analysis) and must

be formally defined ([5]). Firstly, we want to introduce
the Grassmann differentials {dθ1, . . . , dθn}, which are
g-numbers in themselves, and thereby satisfy the anti-
commutation relations

{dθi, dθj} = {θi, dθj} = 0 (33)

∀i, j = 1, . . . , n.
In analogy with the case for integration over reals of∫∞
−∞ f(x) dx =

∫∞
−∞ f(x + a) dx, the integral in Grass-

mann variables is postulated to be translationally invari-
ant under a shift by another Grassmann number η ([6]):

∫
f(θ) dθ =

∫
f(θ + η) dθ. (34)

With f(θ) = θ, this translational invariance yields
∫
η dθ = 0. (35)

In general, for a set of g-numbers {θ1, . . . θn} we postulate
that ∫

θi dθj = δij , (36)

∀i, j = 1, . . . , n.
Multiple integrals are understood to be iterated inte-

grals. For example, the multiple integral of a monomial
basis element is:

∫
θi1 · · · θik

n∏

j=1

dθj = ε(i1, . . . , ik), (37)

where the Levi-Civita symbol in n dimensions ε(i1, . . . , ik),
is the parity of the permutation (i1 i2 . . . ik) of (1 2 . . . n),
if it is a permutation, and is zero otherwise.

Consider a change of variables for a single Grassmann
variable, given by

θ = a η + ζ (38)

where a ∈ C and ζ is a constant Grassmann number ([7]).
By (36), the Grassmann integral yields:

1 =

∫
θ dθ =

∫
(aη + ζ) dθ =

∫
aη dθ (39)

=⇒ dθ =
1

a
dη. (40)

Now consider two sets of generators, {θ1, . . . , θn} and
{η1, . . . , ηn}, related by the change of variables θi =∑n
j=1 Ai,jηj , for an anti-symmetric matrix A = −A>.

The products of all the Grassmann differentials (the inte-
gration measure) transforms as:

n∏

i=1

dηi =

n∏

i=1

n∑

ji=1

Ai,jidθji (41)

=
∑

j1,...,jn

A1,j1 · · ·An,jnε(j1, . . . , jn)

n∏

k=1

dθk (42)

= det(A)
n∏

k=1

dθk, (43)
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which is the opposite of the change of variables case for
real or complex numbers.

C. Gaussian Integrals

In the case of the Grassmann algebra G2n, with gener-
ators {θ1, . . . , θn, θ?1 , . . . , θ?n} = {θ, θ?}, with the complex
structure as established in the section on complex conju-
gation for Grassmann numbers, 2n-dimensional multiple
integrals are naturally defined iteratively as:

∫
f(θ?, θ)Dθ?Dθ :=

∫
f(θ?, θ)

n∏

i=1

dθ?i dθi. (44)

Following [1] and [7], let U ∈ U(n), and consider the
change of variables θ = Uη and θ? = η?U†. By repeatedly
exploiting the sign rule for Grassmann differentials (33),
then applying (43), followed by another round of exploit-
ing the sign rule for differentials (33), the 2n-dimensional
integration measure transforms as

Dη?Dη =
n∏

i=1

dη?i dηi (45)

= dη?1dη1 · · · dη?ndηn (46)

= −dη?1dη?2dη1dη2dη?3dη3 · · · dη?ndηn (47)

= · · · = (−1)
∑n−1
k=1 k

n∏

i=1

dη?i

n∏

j=1

dηj (48)

= (−1)
∑n−1
k=1 k det(U) det(U)

n∏

i=1

dθ?i

n∏

j=1

dθj (49)

= (−1)
∑n−1
k=1 k+n−1dθ?1dθ1

n∏

i=2

dθ?i

n∏

j=2

dθj (50)

= · · · = (−1)2
∑n−1
k=1 k

n∏

i=1

dθ?i dθi (51)

= Dθ?Dθ (52)

wherein we used |det(U)| = 1. Then the integral (44)
can be seen to be invariant under a unitary change of
variables:

∫
f(θ?, θ)Dθ?Dθ =

∫
f(η?U†,Uη)Dη?Dη. (53)

Again, let A be an n× n anti-symmetric matrix. Then
∃U ∈ U(n) which diagonalizes A, such that U†AU = Λ =
diag(λ1, . . . , λn). Using the change of variables θ = Uη
and θ? = η?U† the following Gaussian integral transforms

as:
∫
e−θ

?A θ Dθ?Dθ =

∫
exp(−η?U†AU η)Dη?Dη (54)

=

∫
exp(−η?Λ η)Dη?Dη (55)

=

n∏

i=1

∫
exp(−η?i λiηi) dη?i dηi (56)

=

n∏

i=1

∫
(1− η?i λiηi) dη?i dηi (57)

=

n∏

i=1

λi

∫
ηiη

?
i dη

?
i dηi (58)

=
n∏

i=1

λi = det(Λ) = det(A), (59)

wherein we exploited the fact that the exponential of a
Grassmann function is ef(θ) = 1 + f(θ).

Comparatively, following [8], suppose A is a real n× n
symmetric matrix. Then ∃O ∈ O(n) which diagonalizes
A, such that O>AO = Λ = diag(λ1, . . . , λn). Applying the
change of variables x = Oy, with corresponding Jacobian
determinat |det(O)| = 1, we can see that the following
Gaussian integral transforms as:

∫ ∞

−∞
e−

1
2x
>AxDx =

∫ ∞

−∞
e−

1
2y
>O>AOyDy (60)

=

∫ ∞

−∞
e−

1
2y
>ΛyDy (61)

=
n∏

i=1

∫ ∞

−∞
e−

1
2λiy

2
i dyi (62)

=
n∏

i=1

√
2π

λi
=

√
(2π)n

det(A)
, (63)

which is distinctly different from (59).

IV. FERMIONIC COHERENT STATES

A. Grassmann vectors and operators

In analogy to bosons, Grassmann vectors can be defined
in a fermionic Hilbert space as linear combinations of
basis vectors with g-number coefficients; these Grassmann
vectors are fermionic coherent states, which are a useful
tool for analyzing quantum systems that may consist of
an infinite number of particles. Similarly, we can form
Grassmann operators on the fermionic Hilbert space by
taking linear combinations of products of fermion CAPs
with g-number coefficients ([7]).

To facilitate these constructions, we note that g-
numbers commute with boson CAPs, anti-commute with
fermion CAPs, and naturally commute with the vacuum
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state |0〉 ([3]):

[θ, âi] =
[
θ, â†i

]
= 0, (64)

{θ, ĉi} =
{
θ, ĉ†i

}
= 0, (65)

[θ, |0〉] = [θ, 〈0|] = 0. (66)

From (65), we see that a product of an even number of
fermion CAPs (even operators) commute with g-numbers,
while a product of an odd number of fermion CAPs (odd
operators) anticommute with g-numbers.

B. Fermion Displacement Operator

The Weyl translation defined on the Grassmann alge-
bra G2n, with generators {θ, θ?} is the unitary fermion
displacement operator:

D̂f (θ, θ?) : = exp

(
n∑

i=1

(
ĉ†iθi − θ?i ĉi

))
(67)

=
n∏

i=1

exp
(
ĉ†iθi − θ?i ĉi

)
, (68)

wherein each mode is associated with a particular g-
number.

We can further reduce this operator form by noting
that the square of each exponent is:

(
ĉ†iθi − θ?i ĉi

)2
= −ĉ†iθiθ?i ĉi − θ?i ĉiĉ†iθi (69)

=
(
ĉ†i ĉi − ĉiĉ†i

)
θ?i θi (70)

=
(

2ĉ†i ĉi − 1
)
θ?i θi. (71)

Then, by expanding each exponential, we can write the
displacement operator as

D̂f (θ, θ?) =

n∏

i=1

(
1 + ĉ†iθi − θ?i ĉi +

(
ĉ†i ĉi −

1

2

)
θ?i θi

)
;

(72)

here the last term in this expansion form shows that the
fermion displacement operator contains monomials up to
order 22n. The Hermitian adjoint of the displacement
operator is also given by

D̂f (θ, θ?)† = exp

(
n∑

i=1

(
θ?i ĉi − ĉ†iθi

))
(73)

= D̂f (−θ,−θ?). (74)

For an additional set of Grassmann numbers {η, η?},
we compute the commutator of the exponents of the
displacement operators corresponding to the two sets of
generators using (5) and (6):

n∑

i,j=1

[
θ?i ĉi − ĉ†iθi, η?j ĉj − ĉ†jηj

]
=

n∑

i=1

(η?i θi − θ?i ηi) (75)

Then we can use (23) to write the product of two Weyl

translations, D̂f (θ, θ?)D̂f (η, η?), as

D̂f (θ + η, θ? + η?) exp

(
1

2

n∑

i=1

(η?i θi − θ?i ηi)
)
. (76)

In addition, the Baker-Campbell-Hausdorff result in
(23) can be used to write the displacement operator in
the form

D̂f (θ, θ?) = e
∑
i ĉ
†
i θie−

∑
i θ
?
i ĉie−

1
2

∑
i θ
?
i θi . (77)

While the exponential transformation law (25) can be
applied to the fermion CAPs to obtain the following
transformations ([3]):

D̂f (θ, θ?)† ĉi D̂f (θ, θ?) = ĉi + θi, (78)

D̂f (θ, θ?)† ĉ†i D̂f (θ, θ?) = ĉ†i + θ?i . (79)

Similar to how the bosonic coherent states are produced
by applying the Glauber displacement operator to the
vacuum state, the fermionic coherent state is the following
Grassmann vector:

|θ, θ?〉 = D̂f (θ, θ?) |0〉 (80)

=
n∏

i=1

(
1 + ĉ†iθi − θ?i ĉi +

(
ĉ†i ĉi −

1

2

)
θ?i θi

)
|0〉 .

(81)

This fermion coherent state can also be written as the
product of coherent states for each mode:

|θ, θ?〉 =

n∏

i=1

|θi, θ?i 〉 (82)

=
n∏

i=1

exp
(
ĉ†iθi − θ?i ĉi

)
|0i〉 (83)

where |0i〉 are the vacuum states for each mode.
Similarly to the boson case, the fermion coherent states

are eigenstates of the fermion annihilation operator

ĉi |θ, θ?〉 = θi |θ, θ?〉 , (84)

except here the eigenvalues are g-numbers as opposed to
c-numbers.

V. DISCUSSION

The direct sum decomposition of the Grassmann al-
gebra, exhibited by G = GE ⊕GO, is the quintessential
property of super vector spaces. G is said to be a super-
algebra, because the even and odd elements in this super
vector space satisfy the containment relations:

GEGE ⊂ GE , GEGO ⊂ GO, (85)

GOGE ⊂ GO, GOGO ⊂ GE . (86)
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Moreover, G is said to be super-commutative because
its homogeneous elements satisfy a graded version of
commutativity ((14) as reiterated here):

θεθζ = (−1)|ε|·|ζ|θζθε. (87)

In quantum physics, a theory is said to possess super-
symmetry if it enjoys a global symmetry which associates
to each boson a superpartnered fermion, and vice versa
([9]). As such, superalgebras are a necessary component
of any supersymmetric physical model.

The fermionic coherent states are utilized extensively
to compute fermionic path integrals. Specifically, the
resolution of the identity

I =

∫
Dθ?Dθ |θ, θ?〉 〈θ, θ?| , (88)

can be inserted repeatedly between exponentials in the
evolution operator kernel, in a manner similar to how the
Feynman phase space path integrals are computed using
the resolutions of the identity in phase space ([5]):

I =

∫ ∞

−∞
dx |x〉 〈x| , (89)

I =

∫ ∞

−∞

dp

2π~
|p〉 〈p| . (90)

Furthermore, there are many green’s functions and
generating functions found in many-body theory that are
computed from partition functions of similar form to the
Gaussian integral considered here in (59).
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Harmonic oscillator by Path integral

NGUYEN Huu Nha
(Dated: June 18, 2019)

Harmonic oscillator is a very fundamental and important system in Quantum Mechanics. In
this paper, I will consider this system by a non-conventional method, the Path Integral, which was
invented by Feynman. The propagator of the harmonic oscillator calculated by Path Integral will
then be used to derive the energies and the wavefunctions of the harmonic oscillator. Finally, the
close relation between the Path Integral and Statistical Mechanics will be considered by deriving the
partition function of a system of harmonic oscillators by the Path Integral method.

I. DEFINITION OF THE EVOLUTION
OPERATOR AND THE PROPAGATOR

The main purpose of quantum mechanics is to solve
the Schrödinger equation [1]:

i}
d

dt
|Ψ (t)〉 = Ĥ |Ψ (t)〉 (1)

The time evolution operator is used to find the wave
function at any later time if we know the wave function
at previous time, it is defined by

|Ψ (t)〉 = U (t, t0) |Ψ(t0)〉 (2)

Substituting the time-dependent wave function into the
Schrödinger equation (1), we can find the operator equa-
tion for evolution operator:

i}
d

dt
U (t, t0) |Ψ(t0)〉 = ĤU (t, t0) |Ψ(t0)

i}
d

dt
U (t, t0) = ĤU (t, t0) (3)

If the Hamiltonian of the system Ĥ does not depend on
time, the solution of Eq.(3) is quite simple

U (t, t0) = exp

{
− i
}
Ĥ(t− t0)

}
(4)

We often choose t0 = 0, so the common formula for the
evolution operator is:

U (t, 0) = exp

(
− i
}
Ĥt

)
(5)

From now on, we only consider the time-independent
Hamiltonian, so we use Eq. (5) in the whole paper. We
also consider only one dimentional problems. The general
case for three dimensions can be readily generalized.

By using the eigenstates |ϕn〉 and the eigenvalues En of

the Hamiltonian Ĥ as the basis, we can expand the evolu-
tion operator in terms of |ϕn〉 by using the completeness
relation

∑
n |ϕn〉 〈ϕn| = 1:

U (t, 0) = exp

(
− i
}
Ĥt

) ∑

n

|ϕn〉 〈ϕn|

=
∑

n

exp

(
− i
}
Ent

)
|ϕn〉 〈ϕn| (6)

We can also write Eq.(2) in the configuration space by
inserting the completeness relation

∫
|x′〉 〈x′| dx′ = 1,

〈x | Ψ (t)〉 =

∫
〈x | U(t, 0) | x′〉 〈x′ | Ψ (0)〉 dx′

Ψ (x, t) =

∫
K (x, t;x′, 0) Ψ(x′, 0)dx′ (7)

Here the matrix element of the evolution operator in the
configuration space is called the propagator and is used
to find the wave function at any time by the integral in
Eq. (7)

K (x, t;x′, 0) = 〈x | U(t, 0) | x′〉

= 〈x| exp

(
− i
}
Ĥt

)
|x′〉 (8)

We only use the propagator for t > 0, so we can put
K = 0 for t < 0. The precise definition for K is:

K (x, t;x′, 0) = θ(t) 〈x | U(t, 0) | x′〉

= θ(t) 〈x| exp

(
− i
}
Ĥt

)
|x′〉 (9)

Where θ(t) is the Heaviside function (or step function).
Note that if t→ 0+, we have

lim
t→0+

K (x, t;x′, 0) = 〈x | x′〉 = δ(x− x′) (10)

Expanding the propagator in terms the eigenstates of Ĥ,
we have:

K (x, t;x′, 0)

= θ(t) 〈x| exp

(
− i
}
Ĥt

)(∑

n

|ϕn〉 〈ϕn|
)
|x′〉

= θ(t)
∑

n

exp

(
− i
}
Ent

)
ϕ∗n (x′)ϕn(x) (11)

The equation for the propagator K can be found by taking
the derivative of Eq. (9),

i}
∂

∂t
K(x, t, x′, 0)

= i} 〈x|U(t, 0) |x′〉 d
dt
θ(t) + i}θ(t) 〈x| d

dt
U(t, 0) |x′〉

= i} 〈x|U(t, 0) |x′〉 δ(t) + θ(t) 〈x| Ĥ(x̂, p̂)U(t, 0) |x′〉

= i}δ(x− x′)δ(t) + Ĥ

(
x,

}
i

∂

∂x

)
K(x, t, x′, 0)
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[
i}
∂

∂t
− Ĥ

]
K (x, t;x′, 0) = i}δ (t) δ(x− x′) (12)

According to the Green method to solve differential equa-
tions, K(x, t;x′, 0) is the retarded Green’s function. Re-
member the condition for t < 0

K (x, t;x′, 0) = 0 if t < 0 (13)

II. INTRODUCTION TO PATH INTEGRAL
FORMALISM

Now we need to find the path integral form of the prop-
agator to see a relationship with Lagrangian mechanics.
In time-space coordinates, between two points (x′, 0) and
(x, t), we divide the time interval [0, t] into N uniform
segments of size ε = t

N :

t0 = 0, tn = nε, tN = t (14)

and for each instant tn, a position xn in space:

x0 = x′, xN = x (15)

We will use the case when N →∞, and as a consequence
ε → 0. Using the evolution operator product of two
consecutive intervals, we have:

U (t3, t1) = U (t3, t2)U (t2, t1) (16)

Similarly, the evolution operator can be expressed as the
product of N terms

U (t, 0) = U (t, tN−1)U (tN−1, tN−2) . . . U(t2, t1)U(t1, 0)
(17)

Inserting each unity
∫
|xn〉 〈xn| dxn = 1 between two

evolution operators of Eq. (17) and using Eq. (9), we
have:

K (x, t;x′, 0) = 〈x | U (t, 0) | x′〉

=

∫
dxN−1

∫
dxN−2· · ·

∫
dx1K (x, t;xN−1, tN−1)

K (xN−1, tN−1;xN−2, tN−2) . . .K(x1, t1;x′, 0) (18)

We always consider the case t > 0, so we do not need to
use the Heaviside function in the formula.

We can now calculate a propagator as an example:[2]

K (xn, tn;xn−1, tn−1) =

〈
xn

∣∣∣∣ exp

(
− iε

}
Ĥ

) ∣∣∣∣ xn−1

〉

=

〈
xn

∣∣∣∣ exp

(
− iε

}

(
p̂2

2m
+ V (x̂)

)) ∣∣∣∣ xn−1

〉

≈
〈
xn

∣∣∣∣ exp

(
− iε

}
p̂2

2m

)
exp

(
− iε

}
V (x̂)

) ∣∣∣∣ xn−1

〉

=

〈
xn

∣∣∣∣ exp

(
− iε

}
p̂2

2m

) ∣∣∣∣ xn−1

〉
exp

(
− iε

}
V (xn−1)

)

(19)

where we have omitted the terms in higher orders of ε in
the expansion eAeB = e(A+B)+1/2[A,B]+....

By inserting the unity of momentum states into the
kinetic term, we have

〈
xn

∣∣∣∣ exp

(
− iε

}
p̂2

2m

) ∣∣∣∣ xn−1

〉

=

〈
xn

∣∣∣∣ exp

(
− iε

}
p̂2

2m

) ∫ ∞

−∞
dp |p〉 〈p|

∣∣∣∣ xn−1

〉

=

∫ ∞

−∞
exp

(
− iε

}
p2

2m

)
〈xn | p〉 〈p | xn−1〉 dp (20)

Using the eigenstates of momentum in x-space:

〈x | p〉 =
1√
2π}

eipx/} (21)

we have
〈
xn

∣∣∣∣ exp

(
− iε

}
p̂2

2m

) ∣∣∣∣ xn−1

〉

=
1

2π}

∫ ∞

−∞
exp

(
− iε

}
p2

2m

)
eipxn/} e−ipxn−1/} dp

=
1

2π}

∫ ∞

−∞
exp

[
− iε

2m}
p2 +

i

}
(xn − xn−1) p

]
dp (22)

Using the Gaussian integral:
∫∞
−∞ e−ax

2+bxdx =
√

π
a e

b2

4a

〈
xn

∣∣∣∣ exp

(
− iε

}
p̂2

2m

) ∣∣∣∣ xn−1

〉

=
( m

2πi}ε

)1/2

exp

[
im(xn − xn−1)

2

2}ε

]
(23)

We have the explicit formula for a propagator:

K (xn, tn;xn−1, tn−1) =
( m

2πi}ε

)1/2

exp

[
im(xn − xn−1)

2

2}ε

]
exp

(
− iε

}
V (xn−1)

)
(24)

Substituting this result into Eq. (18) we have the whole
propagator:

K (x, t;x′, 0) =
( m

2πi}ε

)1/2
∫ N−1∏

n=1

( m

2πi}ε

)1/2

dxn

exp

N∑

n=1

[
im(xn − xn−1)

2

2}ε
− iε

}
V (xn−1)

]

(25)

The integrand can be written as follows

exp

N∑

n=1

[
im(xn − xn−1)

2

2}ε
− iε

}
V (xn−1)

]

= exp

{
i

}

N∑

n=1

[
1

2
m

(
xn − xn−1

ε

)2

− V (xn−1)

]
ε

}

(26)
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If N →∞, then ε→ 0 and we can write the infinite sum
as the integral

N∑

n=1

[
1

2
m

(
xn − xn−1

ε

)2

− V (xn−1)

]
ε

=

∫ t

0

(
1

2
mv2 − V (x)

)
dτ =

∫ t

0

L (x, ẋ) dτ = S (27)

S is the action of Lagrangian mechanics and Eq. (26)
is the discretized version of eiS/}, using the compact
notation specific for path integral

∫
Dx = lim

N→∞

( m

2πi}ε

)1/2
∫ N−1∏

n=1

( m

2πi}ε

)1/2

dxn

(28)

The propagator has the symbolized formula

K (x, t;x′, 0) =

∫
DxeiS/}

=

∫ x

x′
D[x (τ)] exp

[
i

}

∫ t

0

L (x, ẋ) dτ

]
(29)

III. THE PROPAGATOR OF HARMONIC
OSCILLATOR BY PATH INTEGRAL

First we consider the potential which is a quadratic poly-
nomial in x

V (x) = ax2 + bx+ c (30)

For each path, we change to the coordinate y by using
the classical path:

x (τ) = xcl (τ) + y(τ) (31)

where xcl is the solution of the Euler-Lagrange equation:

d

dτ

∂L

∂ẋ
− ∂L

∂x
= 0 (32)

All paths are fixed at two end points, so y (0) = y (t) = 0.
At each intermediate time τ = tn

xn = x (tn) = xcl (tn) + y (tn) = xcl (tn) + yn (33)

The classical path is fixed for each potential, so

dxn = dyn

and
∫ x

x′
D[x (τ)] =

∫ 0

0

D[y (τ)] (34)

and the propagator is:

K (x, t;x′, 0) =

∫ 0

0

Dy(τ)exp

{
i

}
S [xcl (τ) + y (τ)]

}

(35)

Expand the action S about xcl:

S [xcl + y] =

∫ t

0

L (x, ẋ) dτ

=

∫ t

0

[
L (xcl, ẋcl) +

(
∂L

∂x

∣∣∣∣
xcl

y +
∂L

∂ẋ

∣∣∣∣
xcl

ẏ

)

+
1

2

(
∂2L

∂x2

∣∣∣∣
xcl

y2 + 2
∂2L

∂x∂ẋ

∣∣∣∣
xcl

yẏ +
∂2L

∂ẋ2

∣∣∣∣
xcl

ẏ2

)]
dτ

(36)

where

L =
1

2
mẋ2 − (ax2 + bx+ c) (37)

The linear terms in y and ẏ vanish by using integration
by parts and the Euler equation for xcl. The terms left
are:

S [xcl + y] =

∫ t

0

[
L (xcl, ẋcl) +

1

2

(
−2ay2 +mẏ2

)]
dτ

=

∫ t

0

L (xcl, ẋcl) dτ +

∫ t

0

(
1

2
mẏ2 − ay2

)
dτ

= Scl +

∫ t

0

(
1

2
mẏ2 − ay2

)
dτ (38)

The propagator is then

K (x, t;x′, 0)

= exp

(
iScl
}

) ∫ 0

0

Dy(τ)exp

{
i

}

∫ t

0

(
1

2
mẏ2 − ay2

)
dτ

}

= exp

(
iScl
}

)
A(a, t) (39)

where A(a, t) is an unknown function of time t and the
coefficient a of x2 in the potential.

Now we apply the formalism for the free-particle propa-
gator. The classical action can be found easily by solving
the Euler-Lagrange equation:

L =
1

2
mẋ2 → ∂L

∂ẋ
= mẋ = const→ ẋcl = const (40)

The classical path is a straight line passing through two
end points (x′, 0) and (x, t)

xcl (τ) = x′ +
x− x′
t

τ → ẋcl =
x− x′
t

Scl =

∫ t

0

L (ẋcl) dτ =

∫ t

0

1

2
mẋ2

cldτ =
1

2
m

(x− x′)2

t
(41)

K (x, t;x′, 0) = A (t) exp

[
im(x− x′)2

2}t

]
(42)
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To find A(t), we use the limit (10) of the propagator and
the gaussian representation of the delta function

δ (x− x′) = lim
∆→0

1

(π∆2)
1
2

exp

[
− (x− x′)2

∆2

]
(43)

So A(t) must be

A (t) =
[ m

2πi}t

]1/2
(44)

The propagator for free particle is:

K0 (x, t;x′, 0) =
[ m

2πi}t

]1/2
exp

[
im(x− x′)2

2}t

]
(45)

For the harmonic oscillator problem, the potential is

V =
1

2
mω2x2 (46)

and the motion equation is

ẍcl + ω2xcl = 0

→
{
xcl (τ) = A cos (ωτ) +B sin (ωτ)
ẋcl (τ) = −ωA sin (ωτ) + ωB cos (ωτ)

(47)

The boundary conditions are

{
xcl (0) = x′

xcl (t) = x
→
{

A = x′

A cos(ωt) +B sin(ωt) = x

→
{
A = x′

B = x−x′ cos(ωt)
sin(ωt)

(48)

The classical action can be found by integration by parts
as

Scl =

∫ t

0

(
1

2
mẋ2

cl −
1

2
mω2x2

cl

)
dτ

=
1

2
mẋclxcl

∣∣∣∣
t

0

=
mω

2 sinωt

[(
x2 + x′

2
)

cosωt − 2xx′
]

(49)

The propagator for the harmonic oscillator is:

Kω (x, t;x′, 0) = exp

(
iScl
}

)
A (ω, t)

= A (ω, t) exp

{
imω

2} sinωt

[(
x2 + x′

2
)

cos ωt − 2xx′
]}

(50)

where A (ω, t) is determined by

A (ω, t) =

∫ 0

0

Dy(τ)exp

{
i

}

∫ t

0

(
1

2
mẏ2 − ay2

)
dτ

}

(51)

We can find A (ω, t) by Fourier series as in Feynman’s
classics [3]. The exact formula is

A (ω, t) =
[ mω

2πi} sinωt

]1/2
(52)

and the full propagator for harmonic oscillator is

Kω (x, t;x′, 0) =
[ mω

2πi} sinωt

]1/2

exp

{
imω

2} sinωt

[(
x2 + x′

2
)

cosωt − 2xx′
]}

(53)

If we take the limit of Kω (x, t;x′, 0) when ω approaches
∞, we must have the free particle propagator

lim
ω→∞

Kω (x, t;x′, 0)

=
[ m

2πi}t

]1/2
exp

{
im

2}t

[(
x2 + x′

2
)
− 2xx′

]}

= K0 (x, t;x′, 0) (54)

IV. DERIVATION OF THE QUANTIZED
ENERGIES AND THE WAVEFUNCTIONS OF

THE HARMONIC OSCILLATOR

From Eq. (11) we know that the propagator can be
expanded in terms of the eigenvalues and eigenstates of
the harmonic oscillator

Kω (x, t;x′, 0) =
∑

n

exp

(
− i
}
Ent

)
ϕ∗n (x′)ϕn(x) (55)

Setting x = x′ = 0 in Eq. (53), we have

Kω (0, t; 0, 0) =
( mω

2πi} sinωt

) 1
2

=
∑

n

exp

(
− i
}
Ent

)
|ϕn (0)|2 (56)

Because the harmonic potential is symmetric, the wave
functions are odd and even alternatively and the odd
wave functions at the origin are zero (|ϕodd (0)|2 = 0). So
if we expand this propagator in Taylor series of e−iωt, we
only get the even eigenvalues. Rewriting the closed form
of Kω (0, t; 0, 0) and expanding in Taylor series of e−iωt

by using

(
1

x
− x
)− 1

2

= x1/2+
x5/2

2
+

3x9/2

8
+

5x13/2

16
+

35x17/2

128
+. . .

we get

Kω (0, t; 0, 0) =
(mω
π}

)1/2(
eiωt − e−iωt

)−1/2

=
(mω
π}

) 1
2

[(
e−iωt

) 1
2 +

1

2

(
e−iωt

) 5
2 +

3

8

(
e−iωt

) 9
2 + . . .

]

=
(mω
π}

) 1
2

[
e−i(

}ω
2 ) t} +

1

2
e−i(

5}ω
2 ) t} +

3

8
e−i(

9}ω
2 ) t} + . . .

]

(57)
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We can see clearly that the exponentials correspond only
to the even quantum numbers if the energy is written as:

En =

(
n+

1

2

)
}ω (58)

From the rhs of Eq. (57) we can know the values of
squared modulus of the even wavefunctions at the origin
in this series:

∑

n

|ϕn (0)|2e−iEnt/} = |ϕ0 (0)|2e−iE0t/}

+ |ϕ2 (0)|2e−iE2t/} + |ϕ4 (0)|2e−iE4t/} + . . . (59)

We can also derive the eigenstates by setting x = x′ in
Eq. (53), we have

Kω (x, t;x, 0)

=
( mω

2πi} sinωt

) 1
2

exp

{
imω

} sinωt

(
x2 cosωt − x2

)}

=
∑

n

|ϕn (x)|2e−iEnt/} (60)

We see in this case that all the wavefunctions contribute
to the series in the rhs.

Rewrite the lhs in function of e−iωt, we have

lhs =
( mω

2πi} sinωt

) 1
2

exp

[
imωx2

} sinωt
(cosωt − 1)

]

=

(
mω

π} (eiωt − e−iωt)

) 1
2

exp

[
−mωx

2

}

(
eiωt + e−iωt − 2

)

(eiωt − e−iωt)

]

(61)

Using this Taylor series:

(
1

x
− x
)−1/2

exp

(
a
(

1
x + x− 2

)
1
x − x

)

= eax1/2 − 2(aea)x3/2 + . . . (62)

We can derive the eigenvalues and eigenstates of the
harmonic oscillator:

(mω
π}

) 1
2
[
e
−mωx2

} e−i(
}ω
2 )t/}

+
2mωx2

}
e
−mωx2

} e−i(
3}ω
2 )t/} + . . .

]

= |ϕ0 (x)|2e−iE0t/} + |ϕ1 (x)|2e−iE1t/} + ... (63)

For example, we can have the explicit formulae for the
first two levels:

E0 =
}ω
2

; |ϕ0 (x)|2 =
(mω
π}

) 1
2

e−
mωx2

}

E1 =
3}ω

2
; |ϕ1 (x)|2 =

(mω
π}

) 1
2 2mωx2

}
e−

mωx2

} (64)

So the propagator is a kind of generating function for
both the eigenvalues and the eigenstates.

V. AN EXAMPLE OF THE APPLICATION OF
PATH INTEGRAL IN STATISTICAL

MECHANICS

In statistical mechanics, we need to calculate the partition
function defined as

Z =
∑

n

e−βEn (65)

where β = 1/kT , T is the temperature, k is Boltzmann
constant, En is the eigenvalue of the nth eigenstate of the
Hamiltonian. We can rewrite it as

Z =
∑

n

〈
ϕn
∣∣ e−βH

∣∣ ϕn
〉

= Tr(e−βH) (66)

where we have used the eigenstates of Hamiltonian as the
basis. We know that the trace is invariant under unitary
transformation and we can use the position basis instead:

Z =

∫ ∞

−∞

〈
x
∣∣ e−βH

∣∣ x
〉
dx (67)

By putting t = −iτ and x = x′ in Eq. (8)

K (x,−iτ ;x, 0) = 〈x| exp

(
−1

}
Ĥτ

)
|x〉 (68)

or τ = β} to express Eq. (67) in terms of the propagator

Z =

∫ ∞

−∞
K (x, t = −iβ};x, 0) dx (69)

From the propagator for the harmonic oscillator in Eq.
(53) we can calculate the explicit formula for Z by the
path integral method:

Z =

∫ ∞

−∞
K (x,−iβ};x, 0) dx

=

(
mω

2π} sinhωβ}

) 1
2

∫ ∞

−∞
exp

{ −mω
} sinhωβ}

(coshωβ} − 1)x2

}
dx

=
1

[2(coshωβ} − 1)]1/2
=

1

2 sinh ωβ}
2

(70)

We can compare this result with the one calculated di-
rectly by using Eq. (65) and the energies of the quantum
harmonic oscillator En =

(
n+ 1

2

)
}ω

Z =

∞∑

n=0

e−β}ω(n+1/2) =
e−β}ω/2

1− e−β}ω =
1

2 sinh ωβ}
2

(71)

So we can calculate the partition function directly from
the propagator even if we don’t know the exact energies
of the system.
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Ideal Fermi Gas

Quoc Trung Ho
Theoretical Physics Department, National University in Ho Chi Minh City, Vietnam

In dealing with many-particle system, specifically when we are studying physical properties of metals
where electrons play an important role, we will consider a simple model, in which all particle
interactions are neglected. Despite the simplicity and a little ”abuse” assumption of non-interacting
system, however, the power of Ideal Fermi gas is to give us the first look into some general properties
of metals, and also explain many experimental results that cannot be understood by using classical
models. In this paper, after a short introduction to quantum gases which contains the general
description of identical particles and second quantization formalism, we will investigate the Ideal
Fermi Gas: the Fermi function, density of states, and related useful tools when dealing with non-
interacting system. Finally, we will study about specific applications of the method by calculating
the heat capacity and Pauli magnetic susceptibility of the electron gas in metals.

I. INTRODUCTION

In dealing with the system of many-particles, physicists
have come up with a lot of ways to describe the physical
properties of the system, especially its dynamics quanti-
ties. One of the most successful theories is the statistical
formulation of mechanics, based on statistical methods,
probability theory and the microscopic physical laws and
telling us a lot of information about the thermodynamic
behaviour of large systems. For example, from classi-
cal statistical mechanics, we can derive the Maxwell-
Boltzmann distribution function:

f(E) = 2

(
E

π

)1/2(
1

kBT

)3/2

e
− E
kBT (1)

which represents the distribution for the energy. The
Maxwell-Boltzmann distribution gives us a very useful
and accurate tool to calculate thermodynamics quanti-
ties at normal temperature and low density system, such
as calculating the internal energy for ideal gas, or derive
the equation of states pV = νRT . However, in the op-
posite conditions- low temperature and/or high enough
densities, the quantum effects take place and lead us to
a totally different picture, as we will see later with the
model of ideal Fermi gas. Before we start, let us first con-
sider the range of validity of classical gas: The partition
function of a classical ideal gas is:

Z =
ZN1
N !

, Z1 =
V

λ3
T

= V

(
2πmkBT

h2

)3/2

(2)

with the length scale λT ≡
~√

mkBT
. We can also derive

an approximation of the length scale in ideal gas by using
the de Broglie wavelength: λB ≡ h

p . For classical ideal

gas, the internal energy (which is also the total kinetics
energy of all particles) is:

U =

〈
p2

2m

〉
=

3

2
kBT ⇒ pRMS =

√
3mkBT

⇒ λT ≈
h

pRMS
≈ h√

3mkBT
(3)

It is reasonable that classical description of the system
will fail if λT is much smaller than the typical spacing
between particles. This means the validity of classical
mechanics requires:

λT �
(
V

N

)3

⇒ T

n3/2
� h2

mkB
(4)

with n is the number density of the particles. When
this condition is violated, we have to replace the classi-
cal model by the one where quantum rules play the main
roles.
Next, we will focus on the ideal quantum gases. Unlike
the classical cases where each particles of our system has
a specific trajectory that we can follow using Hamilto-
nian equation of motions; in subatomic world, the distin-
guishability no longer make sense, meaning interchange
two arbitrary particles in our system will leave all of the
physical descriptions invariant. If we have a wavefunc-
tion that describe N-particles state of the system, it is
requires:

|ψ(. . . xi . . . xj . . . )|2 = |ψ(. . . xj . . . xi . . . )|2 (5)

Swapping the two particles twice gives back the original
states. This implies:

ψ(. . . xi . . . xj . . . ) = ±ψ(. . . xj . . . xi . . . ) (6)

As we see, there are two choices for the sign of the wave-
function. Each one is corresponding to a specific type of
particles:

• Bosons:

– Particles which have the symmetric wavefunc-
tion: ψ(. . . xi . . . xj . . . ) = +ψ(. . . xj . . . xi . . . )

– Bosons have integer spin (proved in quantum
field theory, verified by experiments).

– Corresponding statistics: Bose-Einstein dis-
tribution

• Fermions:
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– Particles which have the antisymmet-
ric wavefunction: ψ(. . . xi . . . xj . . . ) =
−ψ(. . . xj . . . xi . . . )

– Fermions have half-integer spin (proved in
quantum field theory, verified by experi-
ments).

– Corresponding statistics: Fermi-Dirac distri-
bution

These special symmetric properties of identical par-
ticles will lead us on our way to build a general form
of wavefunction for the N-particle system, and finally
the symmetry will be packed into the commutation re-
lations of creation and annihilation operators in second-
quantization formalism. From here to the rest of the pa-
per, we will study a special case of quantum gas, which is
ideal Fermi gas - a system of identical fermions where the
interactions between those particles would be neglected.

II. THE FORMALISM OF SECOND
QUANTIZATION

In quantum world, it is common to work with the system
of identical particles; ones that have the same physical
properties and are indistinguishable. To begin with, let
us consider the one-particle Schrödinger equation, which
is assumed to be solved:

Ĥ(i) |λ〉 = ελ |λ〉 (7)

where λ is a complete set of quantum numbers, and the
(i) superscript denotes the Hamiltonian for the ith par-
ticle. The principle of indistinguishability will then
force the N-particle wavefunction to have the symmetry
properties: Every interchange of two particles would left
the wavefunction invariant up to a change in sign. These
symmetrised N-particle wavefunction can be taken as:

|λ〉(±)
=
∣∣∣λ(1), λ(2), . . . , λ(N)

〉

=
∑

P

(±1)sgn(P)

√
N !
∏
λ(nλ!)

P
(∣∣∣λ(1)

〉
⊗ · · · ⊗

∣∣∣λ(N)
〉)

(8)

with nλ is the number of particles in state |λ〉, P denotes
the permutation of N-tensor product state, and sgn(P)
is the sign of the permutation. From spin-statistics
theorem, it is proved that:

{
Bosons→ interger spin→ symmetric states

Fermions→ half-integer spin→ antisymmetric states

which has the form of wavefunction in (8) with ”+” and
”–” sign respectively. We define the vacuum state |0〉
which contains no particles, and a set of creation and

annihilation as follow:



aλ |0〉 = 0

|λi〉 = a†λi |0〉
|λi, λj〉 = a†λia

†
λj
|0〉 , . . .

and we postulate the commutation relations between a
and a† as:[

aλi , a
†
λj

]
±

= δij ,
[
aλi , aλj

]
± =

[
a†λi , a

†
λj

]
±

= 0 (9)

where the plus sign is used for bosons, and the minus sign
is for fermions. It is easy to see that all of the definitions
and commutation relations of field operators a and a† are
similar to the harmonic oscillation case. It has similar
interpretation: each excitation of energy will ”create”
one more particle at specific state, and we can reverse
the process by using annihilation operator.
We define the number operator, which counts the number
of particles in specific state λ:

nλ |λ〉 = nλ

∣∣∣λ(1), . . . , λ(N)
〉

= a†Λaλ
a†λ1

. . . a†λN |0〉√∏
λ nλ!

=
N∑

i=1

δλλi

∣∣∣λ(1), . . . , λ(N)
〉

(10)

We want to find the representation of the N-particles
system in second quantization, which usually consist of
one-particle part and two-particle part:

F̂N =

N∑

i=1

F̂
(1)
1 +

1

2

i 6=j∑

i,j

F
(i,j)
2 (11)

First consider one-particle operator F̂1, which is diago-
nal in the basis {|λ〉}, and by spectral theorem can be

decomposed as: F̂1 =
∑
λ fλ |λ〉 〈λ|. The matrix element

of F̂1 in second quantization basis is:

〈
λ′|F̂1|λ

〉
=

(
N∑

i=1

fλi

)
〈λ′|λ〉 =

(∑

λ

fλδλλi

)
〈λ′|λ〉

= 〈λ′|
∑

λ

fλnλ |λ〉 (12)

Hence, in second quantization formalism: F1 = fλnλ =

fλa
†
λaλ. By transforming to general basis, we obtain the

matrix representation of F̂1:

F1 =
∑

λαβ

〈α|λ〉 fλa†αaβ 〈λ|β〉

=
∑

αβ

〈α| F̂1 |β〉 a†αaβ (13)

Examples: The total spin operator In Schrödinger pic-

ture, the total spin operator is given by: S ≡ ~
2
σ

In second quantization representation:

Ŝ =
∑

λαα′

Sαα′ â
†
λαâλα′ (14)
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where α, α′ =↑, ↓ are the spin quantum number. Espe-

cially: Ŝz = 1
2

∑
λ

(
(Sz)αα′ â

†
λαâλα′

)
= ~

2

∑
λ(n̂λ↑−n̂λ↓).

In a similar manner, we consider the 2-particles oper-
ator F̂2, which can be decomposed in its eigenbasis as:
F̂2 =

∑
λλ′ 〈λ| 〈λ′| fλλ′ |λ〉 |λ′〉. We can think of the 2-

particles operator as a combination of tensor products
of two 1-particle operator, each can transform indepen-
dently under the change of basis. This claim leads us to
write down the second quantization representation of F̂2:

F2 = fλλ′nλnλ′ (15)

We continue to transform to a more general basis, in
which F2 takes the form:

F2 =
∑

αβµν

(
F̂2

)µν
αβ
a†αa

†
βaµaν ,

where
(
F̂2

)µν
αβ

= 〈α| 〈β| F̂2 |µ〉 |ν〉 (16)

III. IDEAL FERMI GAS & RELATED
CONCEPTS

A. Density of states

Consider the fermions are contained in a box of the
edge lengths Lx, Ly, Lz. Applying the boundary condi-
tion leads to the discretization of the wave vector k:

kx,y,z =
(2π)3

LxLyLz
nx,y,z, nx,y,z ∈ Z

⇒ ∆k = ∆kx∆ky∆kz =
(2π)3

LxLyLz
=

(2π)3

V
(17)

In the thermodynamic limit: V → ∞, N → ∞, n ≡
V/N → const, the wave vectors are quasi-densely, which
let us to replace the sum by an integral:

∑

λ

· · · → (2S + 1)
1

∆k

∫
d3k · · · (18)

where the sum is defined over all eigenstates; since our
Hamiltonian is spin-independent, we have to take into ac-
count the (2S + 1) spin-degenerate states with the same
energy eigenvalue k but different ms.

The density of states is defined as the number of states
divided by the range of energy. More rigorously:

D(E)dE =
2S + 1

∆k

∫

E≤εk≤E+dE

d3k (19)

with εk is the one-particle energy. In non-interacting

case, εk has the isotropic form: εk = ~2k2

2m ⇒ k =
√

2mE
~2 .

Together with the grid volume Deltak, we can rewrite
D(E) in the following form:

D(E) = (2S + 1)
V

(2π)3

d

dE

∫

εk≤E

d3k

= (2S + 1)
V

(2π)3

d

dE

4π

3

(
2mE

~2

)3/2

= τ
√
E (20)

τ = (2S + 1)
V

4π2

(
2m

~2

)3/2

We can further find a relation between coefficient τ and
the number of fermions N : at 0K, all the fermions states
lies inside the Fermi sphere:

N = dE

∫ ∞

−∞
D(E)f(E) =

∫ EF

0

dEτ
√
E =

2

3
τE

3/2
F

⇒ τ =
3N

2E
3/2
F

(21)

B. Fermi function

The Fermi function provides the probability of occu-
pancy of energy levels by Fermions - particles with half-
integer spin particles, which obey the Pauli exclusion
principle. The Fermi function is given by:

f(ε) =
1

e
ε−µ
kBT − 1

=
1

eβ(ε−µ) − 1
(22)

From the density of states which tells us about the den-
sity of the available energy states, and the Fermi function
which gives the probability of occupation of fermions, the
density of the states which are occupied at the tempera-
ture T is simply D(E)f(E).
Let us consider the two limiting cases:

• Classical limit: ε ≥ kBT ⇒ β(ε − µ) ≥ 1: The
fermions occupy the states with energy much higher
than the sum of Fermi energy and the thermal ki-
netic energy. The Fermi function will tend to the
Maxwell-Boltzmann distribution function:

f(ε) ∝ e−β(ε−µ) (23)

• Degenerate Fermi gas: ε ≤ kBT ⇒ β(ε− µ) ≤ 1:

f(ε) ∝ Θµ(T )− ε ≈ Θ(EF − ε) (24)

where EF is the Fermi energy, defined as the limi-
tation: EF ≡ lim

T→0
µ(T ) In this degenerate case, the

derivative of Fermi function is:

f ′(ε) =
−βeβ(ε−µ)

(eβ(ε−µ)+1)2
=

−β/4
cosh

(
β
2 (ε− µ)

)2 →
−β
4

(25)
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FIG. 1: The Fermi function and its derivative

At T = 0K, f ′(ε) is in the form of delta function
−δ(ε−EF ). At finite temperature, the Fermi func-
tion is ”smeared out” as in the Figure 1.

This is the case of our interest where there are many
quantum behavior results that we cannot use the
classical model to explain. At the end of this sec-
tion, we will have some illustrations for the Fermi
gas physical properties.

C. Sommerfeld expansion

Our task in this part is to find an approximation for
the integral of the form:

I(T ) =

∫ +∞

−∞
dEg(E)f(E) (26)

which arises many times in dealing with Fermi gas. There
are a few conditions applied to the function g(E) in this
approximation:





lim
E→−∞

g(E) = 0

∃n ∈ R+ : lim
E→∞

g(E)
En = 0

g(E) is regular within the Fermi layer.

(27)

Define: p(E) =
E∫
−∞

dxg(x)→ g(E) = dp(E)
dE

As we shall see, the first two conditions ensure the van-
ishes of the function p(E)f(E), and the last one is a
necessary condition for g(E) to be expanded in Taylor
series around E = µ. Applying integration by part, and
noting that f(E) disappears at upper bound, and p(E)
vanishes at lower bound, we have:

I(T ) = −
∫ ∞

−∞
dEp(E)

∂f(E)

∂E
(28)

By inserting the Taylor expansion of p(E) around µ, also
note that since the derivative of Fermi function is an even
function with respect to E − µ, only the even powers in
Taylor series would contribute to I(T ). After a short
calculation, we derive:

I(T, µ) = I0(T, µ) + β

∞∑

n=1

1

(2n)!

[
d2n−1g(E)

dE(2n−1)

]

E=µ

I2n(T, µ)

(29)

with:

I0(T, µ) = −p(µ)

∫ ∞

−∞
dE

∂f(E)

∂E
= p(µ) =

∫ µ

−∞
dxg(x)

(30)

I2n(T, µ) =

∫ ∞

−∞
dE(E − µ)2n eβ(E−µ)

(eβ(E−µ) + 1)2

=
4n

β(2n+1)

(∫ ∞

0

dy
y2n+1

ey + 1

)
(31)

= 2(1− 21−2n)β−(2n+1)(2n)!ζ(2n) (32)

In the above formula, ζ(x) is the Riemann’s zeta
function.The detailed calculation will be derived in Ap-
pendix. Substitute (30) and (32) into (29), we obtain the
Sommerfeld expansion:

I(T, µ) =

∫ µ

−∞
dEg(E)

+ 2

∞∑

n=1

(1− 21−2n)ζ(2n)(kBT )2n

[
d2n−1g(E)

dE2n−1

]

E=µ

(33)

In the first-order approximation:

I(T, µ) ≈
∫ µ

−∞
dEg(E) +

π2

6
(kBT )2g′(µ) (34)

IV. APPLICATIONS: HEAT CAPACITY &
SPIN-PARAMAGNETISM

A. Electron gas heat capacity

We will now concentrate on the heat properties of a
system of electrons in metal, which are considered as an
ideal Fermi gas. In classical formalism, each electron
has 3 degrees of freedom, and each degrees of freedom
contain an amount of thermal energy kBT . Suppose that
our system has N electron, the internal energy due to
the thermal motion of electrons, and the heat capacity
followed is:

U(T ) =
3

2
NkBT ⇒ CV (T ) =

3

2
NkB (35)
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From experimental results, we know that this result will
hold at a high temperature. For a low temperature, it is
observed that:

CV (T ) ∝ T and lim
T→0

CV (T ) = 0 (36)

Using the ideal Fermi gas model, we can give a quite good
approximation for CV (T ) at low temperature, where the
quantum mechanics plays the main role. The internal en-
ergy of the electron gas is: U(T ) =

∫∞
−∞ dEED(E)f(E)

where:

D(E) =

{
τ
√
E, E ≥ 0

0, o.w
(37)

It is clear that D(E) satisfies the 3 conditions for using
Sommerfeld expansion:




lim
E→−∞

D(E) = 0

lim
E→∞

D(E)
En = lim

E→∞
τE1/2−n = 0,∀n > 1/2

D(E) is smooth over the real domain

(38)

Hence we can apply first-order Sommerfeld expansion
(34) to obtain an approximate for internal energy:

U(T ) ≈
∫ µ

−∞
dED(E)E +

π2

6
(kBT )2 (ED(E))

′
E=µ

=

∫ µ

0

dEτE3/2 +
π2

6
(kBT )2

(
µτ

1

2
√
µ

+ τ
√
µ

)

=
2τ

5
τµ5/2 +

π2

4
(kBT )2τµ1/2 (39)

The chemical potential is actually time-dependent; to
find that relation, we apply the Sommerfeld expansion
to the number of particles:

N =

∫ ∞

−∞
dED(E)f(E) ≈

∫ µ

−∞
dED(E) +

π2

6
(kBT )2D′(µ)

=
2

3
τµ3/2 +

π2

12
(kBT )2τµ−1/2

= N

(
µ

EF

)3/2
[

1 +
π2

8

(
kBT

µ

)2
]

⇒1 ≈
(
µ

EF

)3/2
[

1 +
π2

8

(
kBT

µ

)2
]

⇒ µ(T ) ≈ EF[
1 +

π2

8

(
kBT

µ

)2
]

Since we are considering degenerate case: kBT � EF ↔
kBT
EF
� 1, the chemical potential can be approximate as:

µ(T ) ≈ EF
[

1− π2

12

(
kBT

EF

)2
]

→ µ(T )n ≈ EF
[

1− nπ2

12

(
kBT

EF

)2
]

(40)

Substitute the expression (40) into (39) and applying the
approximation of the form (1 + xn) ≈ 1 + nx, we obtain:

U(T ) ≈ U(0)

[
1 +

5π2

12

(
kBT

EF

)2
]

, where: U(0) =
2

5
τE

5/2
F

(41)

Finally, taking the derivative of U(T ) with respect to T
to obtain the heat capacity for system of N-electrons gas:

CV (T ) =
∂U(T )

∂T
=

5π2

6
U(0)

(
kB
EF

)2

T (42)

which agrees with our claim above: The heat capacity
of electron gas is linearly dependent on the temperature,
and tends to 0 when the temperature tends to 0K.

B. Spin-Paramagnetism

Magnetic susceptibility is a dimensionless proportion-
ality constant that indicates the degree of magnetization
of a material in response to an applied magnetic field.
This quantity is defined as:

χ =
∂M

∂H
(43)

In most cases, this formula holds except in ferromagnetic
crystals, the relationship between the magnetization M
and the magnetic field strength H is not linear. Our task
now is to compute the susceptibility of the electron gas
with the simple Ideal Fermi Gas model.

The term paramagnetism refers to the magnetic state
of an atom with one or more unpaired electrons inter-
act with a magnetic field due to the electrons’ magnetic
dipole moments contributed by the electron spin. The in-
teraction between N unpaired electrons with a constant
magnetic field B0 = B0ez will contribute to the non-
interacting Hamiltonian an amount of:

δĤ = −
N∑

i=1

µ(i)B0 = 2
µB
~
B0

N∑

i=1

S(i)
z (44)

In second quantization, we can write δĤ with the help
of (14). The total Hamiltonian is:

H(Fermi) =
∑

k,α

(εk + zαµBB0)a†kαakα (45)

where zα is the eigenvalues of σz operator: σα |α〉 =
zα |α〉, where α = (↑, ↓)⇔ zα = (+1,−1).

Our task now is to calculate the susceptibility of the
electron gas:

χ =
1

V

(
∂m

∂H

)

T

=

(
∂M

∂H

)

T

(46)
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When the magnetic field is switched off, there are as
many electrons with spin up as electrons with spin down
due to statistically distribution, which implies: D↑ =
D↓ = 1

2D(E). When the field is switched on:

εk −→ εk + zαµBB0 (47)

Dα(E) =
1

2
D(E) −→ 1

2
D(E − zαµBB0) (48)

The electrons tend to fill the lower energy states first,
which means they will choose to have spin point into
opposite direction of the magnetic field. The spin-
dependent electron numbers is:

Nα =
1

2

∞∫

zαµBB0

dED(E − zαµBB0)f(E)

=
1

2

∫ ∞

0

dyD(y)f(y + zαµBB0)

≈ 1

2

∫ ∞

0

dyD(y)

[
f(y) + zαµBB0

∂f

∂y

]
(49)

Hence, the magnetization of electron gas is:

M =
µB
V

(N↓ −N↑) ≈ −
µ2
B

V
B0

∫ ∞

−∞
dyD(y)

∂f

∂y

= −µ
2
B

V
B0

[
f(y)D(y)|∞0 +

∫ ∞

0

dyD′(y)f(y)

]

= −µ
2
B

V
B0

∫ ∞

0

dyD′(y)f(y) (50)

And the Pauli susceptibility:

χp(T ) =

(
µ0
∂M

∂B0

)
= −µ0µ

2
B

V

∫ ∞

0

dyD′(y)f(y) (51)

Now we can apply the Sommerfeld expansion:

χp(T ) =
µ0µ

2
B

V

[∫ µ

0

dyD(y) +
π2

6
(kBT )2D′′(µ)

]

=
µ0µ

2
Bτ

V

[√
µ− π2

24
(kBT )2µ−3/2

]

≈ 3N

2V

µ0µ
2
B

EF

[
1− π2

12

(
kBT

EF

)2
]

(52)

The susceptibility of the conduction electron does depend
on the temperature, but at second order. An estimation
for metal electrons at room temperature (Tr ≈ 300K) is
given below to illustrate how very weakly-dependence of
χp:

{
EF 10eV

kBTr ≈ 0.026eV
⇒ π2

12

(
kBT

EF

)2

≈ 5.56× 10−6,

(53)

which is much smaller than 1 as expected. Thus, the
temperature-independent susceptibility is a very good
approximation in many cases.
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This paper explores tunneling phenomena using the instanton method, a method that has proved
to be useful in quantum field theories. We examine the method using the standard example of
tunneling through the bump of a double-well potential V (x) ∼ (x2−a2)2, calculating the transmission
amplitude, showing that the result agrees with that given by WKB.

I. INTRODUCTION

Tunneling is a hallmark of quantum theory. Many
phenomena that could not be well-explained classically
are elucidated with the advent of the tunneling concept.
Even biological processes involve tunneling. For instance,
smell receptors operate via quantum tunneling (cf. [1]).

Figure 1: When you are captivated by the smell of your
favorite milk tea, tunneling is taking place in your smell

receptor.

Tunneling is often introduced in a first course in quan-
tum mechanics, beginning with the tunneling across a
square barrier to the semiclassical WKB approximations
for slowly varying potentials. The time-independent
Schrödinger equation for a particle with mass m in a
potential V (x) is given by

Ĥψ(x) = Eψ(x), (1)

which in one-dimension, the Hamiltonian Ĥ is given by

Ĥ = ~2

2m
∂2

∂x2 + V (x). This equation is an eigenvalue
problem. We want to solve for a complex function ψ(x)
and an energy E. The Hamiltonian is Hermitian, so
the energy will always turn out real. In regions where
E − V (x) ≥ 0, the particle is said to be in a classically
allowed region, whereas the region is said to be classically
forbidden if it is a region where E − V (x) < 0. In a
classically forbidden region, ψ(x) assumes a decaying
exponential e−βx with β > 0 a real number. The fact that
ψ(x) is nonvanishing in the classically forbidden region
means that the particle has a nonvanishing probability to
be in that region, a region where classical particles can
never be found. More interestingly, ψ(x) is nonvanishing
across the barrier (the classically forbidden region). Thus,
a quantum particle can find itself across a barrier from

its place of origin–this is tunneling. A WKB computation
has the transmission coefficient or tunneling probability
coming out with an exponential suppression

T ∼ exp

(
−2

∫ b

a

κ(x′) dx′
)
, (2)

where κ(x) = 1
~
√

2m(V (x)− E) and the interval (a, b) is
the classically forbidden region.

In this paper, I seek to achieve two goals. Firstly, the
method to be illustrated is a fruitful method in quantum
field theory and this exposition offers a first glimpse into
the method. Secondly, due to the nonintuitive (nonclas-
sical) manner of tunneling, we seek to take a step back,
adopt a different point of view of quantum mechanics
that incorporates classical mechanics, and deduce tun-
neling. This different formulation is nothing more than
Feynman’s path integral approach to quantum mechanics.

Let me summarize the goal of this exposition explicitly.
Goal: To expound on an alternative method–the in-
stanton method–to analyze tunneling and to obtain the
tunneling probability and show that it is in agreement
with that predicted by WKB.

II. PATH INTEGRAL, IMAGINARY TIME &
EUCLIDEAN FORMALISM

Classical mechanics centers around Newton’s Laws of
Motion. The Principle of Least Action states that a
particle of mass m under the influence of a potential V (x)
traverses a path x(t) in such a way that the path integral

S = S(x) =

∫ t2

t1

(T − V ) dt (3)

is a minimum (a saddle point to be exact) among all
possible paths. The function L = T − V is known as the
Lagrangian of the system and the integral S is known as
the action of the system. Newton’s equations of motion
F = mẍ can then be derived from a necessary condition
for S to be an extremum, a well known condition from
the calculus of variations collectively known as Euler-
Lagrange’s equations:

d

dt

(
∂L

∂ẋ

)
− ∂L

∂x
= 0. (4)
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The age-old mantra summarizes the principle most aptly:
a classical particle moves in such a way as to minimize
the action.

Classically, a particle moves from a point x1 in space to
another point x2 in such a way that S attains a minimum.
Quantum mechanically, one postulates that the particle
has continuumly many equal chances to traverse from x1

to x2. Feynman’s path integral approach then states that
the probability amplitude for a particle known to be at
x1 at time t1 to be found at x2 at time t2 is given by

〈x2; t2|e
i(t2−t1)

~ Ĥ |x1; t1〉 = N

∫

Γ

e
i
~S(x) Dx, (5)

where |x1; t1〉 and |x2; t2〉 are position eigenstates (with
time labels), N is an appropriate normalization constant,
Γ is the class of paths connecting x1 to x2, and Dx is a
measure the integral is performed with respect to. The
amplitude Eq. 5 is often referred to as the propagator
and we denote it by U(x2, t2;x1, t1).

Although Eq. 5 is an integral over Γ, the amplitude is
often said to be obtained by “summing” over all paths
x(t) ∈ Γ. The summing or integral is a sophisticated mat-
ter, but in general the path integral Eq. 5 is dominated
by the classical trajectories xcl(t) so that the amplitude
can be approximated as

U(x2, t2;x1, t1) ≈ N
∑

xcl

e
i
~S(xcl). (6)

A heuristic reason as to why classical trajectories domi-
nate has to do with destructive interference of the phase

contributions e
i
~S(x) for x(t) ∈ Γ as a whole. Only paths

in small neighborhoods of classical trajectories xcl(t) con-
tribute constructively. Chapter 8 of [2] gives an example:
for a free particle of mass 1 g to travel 1 cm away from its
point of origin in 1 second, the deviation of the action in
a quadratic trajectory x = t2 from the classical trajectory
x = t is roughly 1.6 × 1026~, whereas for an electron
whose mass is roughly 10−27g, the deviation is ~/6. What
this means is that a deviation of x = t2 from the classi-
cal trajectory x = t is enormous for a classical particle
and, therefore, the alternate trajectory contributes almost
nothing to the path integral. On the other hand, electrons
indeed behave quantum mechanically. The same chapter
and Chapter 21 of the text offer a detailed discussion; a
proof that the path integral formulation is equivalent to
the Schrödinger formulation of quantum mechanics can
also be found in that same chapter.

Now, if the classical trajectory is of importance in
the path integral approach, how then do we understand
tunneling from classical mechanics? Tunneling occurs
through a classically forbidden region, so there is no clas-
sical trajectory to dominate the integral. This is when
we need to step into imaginary time τ : t 7→ −iτ . This
process is formally known as Wick rotation. Wick rotat-
ing the propagator with the old Lagrangian L = T − V
and action S(x(t)) will present us with a new Lagrangian
LE called the Euclidean Lagrangian, one whose potential

term VE(x) is the old potential V (x) standing upside
down −V (x), as we will see.

To begin the analysis, the relation t = −iτ yields dt =
−i dτ . The Lagrangian L consists of the kinetic energy T
that is a function of velocity, whereas the potential V (x)
is a function of position x. Thus, upon Wick rotation,
the kinetic energy becomes

T =
1

2
m

(
dx

dt

)2

=
1

2
m

(
dx

dτ
· dτ
dt

)2

(7)

= −1

2
m

(
dx

dτ

)2

= −TE (8)

while V (x) remains unchanged, and writing VE(x) =
−V (x), the Lagrangians L and LE can now be seen to
be related by

L = T − V = −TE − V = −(TE − VE) (9)

= −LE . (10)

As for the quantity i
~S, Wick rotation yields

i

~
SE =

i

~

∫ τ2

τ1

−LE (−i dτ) = −1

~

∫ τ2

τ1

LE dτ. (11)

All the Wick rotations culminate in the propagator in
imaginary-time form:

U(x2, τ2;x1, τ1) =

∫

Θ

e−
1
~SE(x(τ)) Dx, (12)

where the class of paths to be integrated over is now
replaced by a new class Θ corresponding to the Euclidean
Lagrangian. The oscillatory nature of Eq. 5 has also
now been replaced by a decaying exponential. Since the
propagator gives the amplitude for a particle starting at
x1 in the system at time τ1 to end up at x2 at time τ2, the
decaying exponential of the imaginary time propagator
suggests that we are now staring at tunneling phenomenon.
Our next task is to elaborate on this surmise with the
double-well as an example. The following observation
adds insight:

In terms of energy representation, the propagator as-
sumes the form

U(x2;x1) = 〈x2|n〉
∑

n

exp

(
−T
~
Ĥ

)
〈n|x1〉 (13)

=
∑

n

exp

(
−EnT

~

)
〈x2|n〉〈n|x1〉, (14)

where we drop references to time and replace τ2 − τ1 by
T . Here, Ĥ is the original time-independent Hamiltonian
and the En ∈ R are its eigenvalues, both of which remain
unchanged by Wick rotation. This expansion allows us
to see that the dominant term in the sum is the one
contributed by the ground state En = E0, from which E0

can be computed as

E0 = lim
T→∞

(−~ lnU(x2;x1)

T

)
. (15)

This is a method used in quantum chromodynamics
(QCD) to calculate hadron masses (Section 2.1.2, [3]).
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Figure 2: Example of a double-well potential. The wells
sit at x = ±1 in this example V (x) = (x2 − 1)2.
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Figure 3: The double-well of Fig. 2 inverted. Now a
double-hill with a valley in between.

III. DOUBLE-WELL POTENTIAL AND
INSTANTON

A double-well potential is one which is given by

V (x) = A2(x2 − a2)2. (16)

The potential has two wells whose bottoms touches the
x-axis at ±a and a hump between them centered at the
origin. We explicitly declare that A > 0.

Classically, if the system has energy below the top A2a4

of the hump, a particle that is confined in the left well
will remain in the same well and there is no classical
trajectory across the barrier in the region where V (x) is
greater than the total energy. However, the Euclidean
Lagrangian now has V (x) standing upside down.

Since classical trajectories play a significant role in
approximating the propagator, let us now analyze the
classical trajectories pertaining to LE . Our intuition tells
us that if we place the particle on the left of the hill with
a summit at x = −a, it will roll down indefinitely and
gain speed as it goes. Similar situation happens if we
place it to the right of x = a. If we place the particle
on either top and not give it any kinetic energy, it will
remain on top forever. If we place it ε distance to the
right of x = −a or to the left of x = a, then it will roll
down the slope into the valley and roll up the other slope
within a finite amount of time T , going going back and
forth between the two peaks, but as we take ε to 0, we are
back in the former situation where we place the particle
at x = ±a and the time it takes to roll down and up now
becomes T → ∞. Indeed, if we look at the conserved

quantity E = TE+VE of the system, the total energy, and
setting E = 0, we obtain 1

2m(dx/dτ)2 = −VE(x), keeping
in mind that now the time variable is the imaginary time
τ . Solving for dx/dτ , we have

dx

dτ
= ±

√
2V (x)

m
, (17)

which we separate variables and integrate to

±
√
m

2

∫ xcl(τ)

xcl(τ1)

dx√
V (x)

=

∫ τ

τ1

dτ ′ (18)

±
√

m

2A2

∫ xcl(τ)

xcl(τ1)

dx

x2 − a2
=

∫ τ

τ1

dτ ′ (19)

±
√

m

2(aA)2

[
arctan(x/a)

]xcl(τ)

xcl(τ1)
= τ − τ1 (20)

and finally obtaining a classical trajectory

xcl(τ) = ±a tanh

(√
2

m
aAτ

)
, (21)

one which we set to satisfy xcl(0) = 0. Such a solution to
the Euclidean equation of motion is called an instanton.
As a matter of choice, we call the solution with the posi-
tive sign an instanton and the one with a minus sign an
anti-instanton, just to be more specific. This instanton
corresponds to the discussion above, where we place a
particle ε distance away to the right of x = −a and taking
ε→ 0, reaching the bottom of the valley x = 0 at (imag-
inary) time τ = 0, and then rolling up the other hill to
x = a as τ →∞. The characteristic of an instanton is one
where a transition from a position eigenstate such as |−a〉
to |a〉 takes almost an instant (as can be seen from the
steep slope centered around the origin in Fig. 4) while it
stays in the position eigenstates most of the time. In fact,
in view of Eq. 15, these position eigenstates correspond
to the ground states of the system, albeit degenerate.

-10 -5 5 10

-1.0

-0.5

0.5

1.0

Figure 4: An instanton in the form of Eq. 21.

To recapitulate with rigor, from the very start, it was
easy to identify the solutions xcl(τ) = −a and xcl(τ) =
a as solutions to the Euclidean equation of motion for
the double-well potential, but these constant solutions



4

cannot contribute to the computation of the propagator
U(x2, ;x1) of Eq. 5 with x1 = −a and x2 = a. They
certainly contribute to the computation of the propagator
for x1 = x2 = −a or x1 = x2 = a, which they indeed give
a correct computation:

U(±a;±a) ≈ exp

(
−1

~
SE(±a)

)
= exp(0) = 1. (22)

The exponential has a vanishing argument because the
action vanishes if the path is a point, which is the case
here. Now, towards our goal, let us use the classical
trajectory given by the instanton, which we now denote
by xI , to show that it produces a transition amplitude
predicted by WKB. First, the action along the instanton
computes as

SI = m

∫ τ2

τ1

(
dxI
dτ

)2

dτ = m

∫ a

−a

dxI
dτ

dxI (23)

= m

∫ a

−a

√
2V (x)

m
dx (24)

=

∫ a

−a

√
2mV (x) dx, (25)

from which we have used Eq. 17 as we go from line 23
to the next. In case one wonders why we have kept the
subscript I in the (dummy) variable of integration in line
23, it is to emphasize that the integral is done over the
instanton. The limits of integration are also indications of
such an integral (the limits indicate a propagation from
−a to a as opposed to the other two classical trajectories,
where the particle remains put at either a or −a). We
can now quickly see that the propagator approximates to

U(a;−a) ≈ exp

(
−1

~

∫ a

−a

√
2mV (x) dx

)
(26)

and, correspondingly, its square

T ≈ exp

(
−2

~

∫ a

−a

√
2mV (x) dx

)
(27)

represents the transmission probability, which agrees per-
fectly with the WKB prediction Eq. 2! Note that the
energy involved is vanishing for this agreement to hold.
This is the reason why we did not immediately make a
calculation after Eq. 5 to demonstrate this agreement.
Had we attempted to do so, we would have ended up
trying to integrate

√
2m(V (x) + E), which would not

jibe with the WKB prediction unless E = 0. In short,
the instanton solution, obtained from the consideration
of a vanishing E, yielded a tunneling phenomenon whose
tunneling or transmission probability agrees perfectly with
that given by WKB.

We need not stop at Eq. 25; we may go on to com-
pute the actual transmission probability in terms of the

parameters of the potential:

SI =

∫ a

−a

√
2mA2(x2 − a2)2 dx (28)

=
√

2m

∫ a

−a
−A(x2 − a2) dx (29)

=
4Aa3

√
2m

3
. (30)

The negative sign in the integrand in line 29 warrants
a quick mention. It is the result of taking a positive
square-root of 2mV (x), for x2 − a2 dips below the x-
axis in the region x ∈ (−a, a). Thus, for a double-well
potential V (x) = A2(x2 − a2)2 with total energy E = 0,
tunneling takes place through the barrier in the (classically
forbidden) region (−a, a) with a transmission probability

T ≈ exp

(
−8Aa3

√
2m

3~

)
. (31)

IV. DISCUSSION

We set out with a goal to derive the tunneling amplitude
using a different method rather than the usual WKB
approximation and to compare the two results. The
method is called the instanton method and we illustrated
it with the double-well cum double-hill potential, showing
that both methods agree in perfect unison. The machinery
behind the instanton method is Feynman’s famous path
integral and a formal analytic continuation from real time
t to imaginary time −iτ .

We should really go beyond computing the transmission
amplitude and compute the splitting of the ground state of
the system as a result of the tunneling, or we should even
compute the exact transmission amplitude by performing
the path integral of Eq. 12. To accomplish these tasks, a
deeper analysis and discussion will have to be put in place,
one including the definition of the measure Dx appearing
in the path integrals Equations 5 and 12 for instance.
Due to the enormous amount of knowledge that would
involve, for now we will entrust the task to other texts
and let ourselves be content with getting acquainted with
the method of an instanton the way it is used to derive
the tunneling amplitude. A mastery of the basic idea
discussed here should prepare one well for those further
analyses and pave a way to the mastery of the subject.

We now want to justify our seemingly long-winding road
to the tunneling amplitude. Instanton has an important
place in QCD, for instance. As the whole exposition is
about, instanton is associated with tunneling phenomena,
which abound in quantum theory. Once the basics of the
instanton is understood in simpler particle mechanics, one
can concentrate on the additional complications brought
in by field theories. A good survey exposition on the
subject is [3]. To quote an excerpt of that paper verbatim,
“There are interesting relations and interactions between
instantons and their topological cousins, the non-abelian
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monopoles and vortices. In several theories, probably in-
cluding QCD, instantons are responsible for spontaneous
chiral symmetry breaking. The role of instantons in deep
inelastic scattering and other hard QCD processes has
been examined, and also their impact on weak-interaction
processes at RHIC, LHC and beyond. In inflationary cos-
mology and elsewhere relatives of instantons (sometimes
called bounces) describe the ‘decay of the false vacuum’.”
Thus, the uses and importance of instantons are many
and unsurpassable. Instantons are not only instrumental
to the advance of quantum field theory, it has also played
a role in the advance of mathematical theories (cf. [4]).

We conclude with some references for further studies.
They are S. Coleman’s classical paper The Uses of In-
stantons [5], H. Forkel’s A Primer on Instantons in QCD
[3], which we have cited several times, and Instantons in
QCD by T. Schäfer and E.V. Shuryak [6]. The primary
reference for this paper is Principles of Quantum Mechan-

ics by R. Shankar [2], in which the introduction to path
integrals is given in Chapters 8 and 21, the latter which
also contains an introduction to instantons.
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Instantons in Quantum Mechanics
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It is well known that in quantum mechanics, a particle can tunnel through a potential barrier
even if its energy is lower than that of the barrier. The standard route to calculating the tunneling
amplitude, and the most convenient, is the WKB procedure. However, there exists another means
of analyzing the problem through Feynman’s path integral formulation, where the classical action
of the system is employed. By finding the Euclidean classical path followed by the particle and then
slightly perturbing it, we can reproduce the results known from standard quantum mechanics. We
reproduce the spectrum of the 1D harmonic oscillator using this method as a means of introducing
it, and then we calculate the tunneling amplitude between the two wells of a quartic potential,
where an interesting classical solution, the instanton, will show up. We finish with the consideration
of periodic potentials.

Note: Throughout the paper, we put ~ = 1. It can be retrieved anytime through dimensional
analysis.

I. EUCLIDEAN FORMULATION

The Lagrangian functional L(x, ẋ) of a classical point
particle of unit mass moving in one-dimension in a po-
tential V (x) is given by the simple formula

L(x, ẋ) =
1

2
ẋ2 − V (x). (1)

Traditionally, the transition to quantum mechanics in-
volves finding the Hamiltonian H(x, p) of the system,
promoting the position x and the canonical momentum p
to operators by imposing the canonical commutation re-
lation [x, p] = i, and then solving the Schrödinger equa-
tion

i
∂

∂t
|Ψ(t)〉 = H|Ψ(t)〉, (2)

where |Ψ(t)〉 is an element of the Hilbert space and
essentially contains all the information about the sys-
tem. In particular, the inner product 〈x|Ψ(t)〉 ≡ Ψ(x, t),
which is the familiar wavefunction in the position basis,
determines the probability amplitude of finding the
particle at the point x i.e. in the state |x〉 at time t.

However, Feynman showed us another way to do quan-
tum mechanics, known as the path integral formulation
[1]. Suppose the particle is sitting at the point xi at
initial time −t0/2, and we want to calculate the proba-
bility of finding the particle at the point xf at time t0/2.
The amplitude of such a process is equal to the quan-
tity 〈xf |e−iHt0 |xi〉. Classically, the particle will follow a
certain path which minimizes the action S given by1

S =

∫ t0/2

−t0/2
dt L(x, ẋ). (3)

1 Strictly speaking, the action needs to be stationary. This in-
cludes a local maximum or a saddle point.

In quantum mechanics, all possible paths connecting the
two points contribute to the amplitude of this process
with the weight eiS[x(t)], where S[x(t)] is the action cor-
responding to the path x(t). This is contained in the
equation

〈xf |e−iHt0 |xi〉 = N

∫
[Dx] eiS[x(t)], (4)

where N is a normalization factor and [Dx] is the
measure corresponding to the integration over all func-
tions x(t) with boundary conditions x(−t0/2) = xi and
x(t0/2) = xf .

Next, we expand the left-hand side in terms of energy
eigenstates |n〉 such that H|n〉 = En|n〉, E0 < E1 < . . .
and using the completeness relation

∑
alln |n〉〈n| = 1:

〈xf |e−iHt0 |xi〉 =
∑

n

〈xf |e−iHt0 |n〉〈n|xi〉

=
∑

n

e−iEnt0ψn(xf )ψ∗n(xi), (5)

where ψn(x) ≡ 〈x|n〉 is the energy eigenfunction. Now
we analytically continue the time by making the transi-
tion t → −it. This substitution is often called the Wick
rotation, and we observe the following transformations:

L→ −1

2
ẋ2 − V (x) ≡ −LE (6)

S → i

∫
dt LE ≡ iSE (7)

e−iEnt0 → e−Ent0 (8)

eiS → e−SE , (9)

and (4) becomes

∑

n

e−Ent0ψn(xf )ψ∗n(xi) = N

∫
[Dx] e−SE [x(t)]. (10)
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This is the Euclidean variant of theory, hence the ‘E’
in the subscripts.2 From now on, we will omit the
subscripts, having in mind that we are working with the
Euclidean version. Notice the decaying exponential on
the left-hand side; in the limit of large t0, the leading
term in the series becomes e−E0t0ψ0(xf )ψ∗0(xi). Thus
we see that the Wick rotation is not just a matter of
mathematical manipulation, as it enabled us to deter-
mine the ground state configuration, which is almost
always what we are looking for. We shall also see later
that it provides very useful means of describing some
phenomena in quantum mechanics.

To evaluate the right-hand side, we have to make sense
of the measure [Dx]. Let x̄(t) be some function that satis-
fies the boundary conditions. An arbitrary function x(t)
satisfying the same boundary conditions can be written
as

x(t) = x̄(t) +
∑

n

cnxn(t), (11)

where the set xn(t) is a complete set of orthonormal func-
tions that vanish at the boundaries:

∫ t0/2

−t0/2
dt xn(t)xm(t) = δnm. (12)

Therefore we can define the measure to be

[Dx] =
∏

n

1√
2π

dcn. (13)

In the semiclassical approximation,3 paths that differ
only a little from the classical path contribute the most
to the path integral, and so, assuming the semiclassical
approximation works, we look at the variation of the ac-
tion δS around its minimum S0 ≡ S[x̄(t)], where x̄(t) is
the classical path, or the ‘stationary point’ of the integral
S, and satisfies the classical equation of motion4

¨̄x = V ′(x̄) (14)

with V ′(x) ≡ dV (x)/dx. The first variational derivative
of S is of course rendered zero by virtue of (14), so we
look at the second variational derivative (remember that
we are only interested in small deviations around the sta-

2 Using the label ‘Euclidean’ might seem unmotivated and out of
place. However, it makes perfect sense in relativistic theories,
which we will not discuss in this work.

3 Mathematicians call it the method of steepest descent.
4 Remember that V goes to −V in the Euclidean theory.

tionary point, so we ignore higher orders):

δS =

∫ t0/2

−t0/2
dt

(
1

2
δẋ2 +

1

2
V ′′(x̄) δx2

)

=
1

2
δx δẋ

∣∣∣∣
t0/2

−t0/2
−
∫ t0/2

−t0/2
dt

1

2
δx δẍ

+

∫ t0/2

−t0/2
dt

1

2
V ′′(x̄) δx2

=

∫ t0/2

−t0/2
dt δx

1

2

[
− d2

dt2
+ V ′′(x̄)

]
δx, (15)

where it is understood that the square bracket is an op-
erator that acts on δx. We obtained the second line
by integrating the first term in the first line by parts.
The boundary term vanishes for δx and its derivatives.
Now suppose we know the eigenfunctions and their cor-
responding eigenvalues of our differential operator:

[
− d2

dt2
+ V ′′(x̄)

]
xn = εnxn, (16)

then we can take this set as our complete set in the ex-
pansion (11) and (12),5 and (15) becomes

δS =

∫ t0/2

−t0/2
dt

1

2

∑

m

cmxm

[
− d2

dt2
+ V ′′(x̄)

]∑

n

cnxn

=
∑

m,n

1

2
εncmcn

∫ t0/2

−t0/2
dt xmxn

=
∑

n

1

2
εnc

2
n. (17)

Now we are all set to evaluate the path integral.
Putting S = S0 + δS,
∫

[Dx] e−S[x(t)] = e−S0

∏

n

∫ ∞

−∞

1√
2π

dcn e
−εnc2n/2

= e−S0

∏

n

ε−1/2
n

≡ e−S0

[
det

(
− d2

dt2
+ V ′′(x̄)

)]−1/2

.

(18)

We see that the problem has reduced to evaluating the
determinant of the operator (16). Formula (10) become
∑

n

e−Ent0ψn(xf )ψ∗n(xi)

= Ne−S0

[
det

(
− d2

dt2
+ V ′′(x̄)

)]−1/2

.

(19)

5 This operator is similar to the Hamiltonian in Schrödinger me-
chanics i.e. it is Hermitian, and thus its eigenfunctions form a
complete set.
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Before we continue, it is worth noting several points:

1. We have assumed there is only one stationary point.
If there is more than one, one has to sum the contri-
butions of all of them. This will become important
when we consider tunneling.

2. One might question the limits of the Gaussian in-
tegral in (18). After all, the set xn is supposed
to span all possible paths that satisfy the bound-
ary conditions, and if we allow cn to vary without
bounds, δx will vary arbitrarily as well i.e. the
‘smallness’ of δx should constrain the length of the
vector cn. While this is partially true, what we are
interested in is the integral itself, and the integral
receives the most contribution around the center of
the Gaussian (cn = 0 in our case). Therefore, we
can extend the limits of the integral to infinity at
the cost of a minor numerical error.

3. In evaluating (18), we have assumed that the spec-
trum of the operator (16) is positive-definite. Oth-
erwise, the integral would diverge. A simple argu-
ment eliminates the possibility of negative eigenval-
ues: εn signifies the response of S as we perturb x̄
along the direction xn in the function space. Since
S[x̄] is a minimum of S, any perturbation will either
increase the value of S or keep it unchanged.6 The
former corresponds to εn > 0 while the latter cor-
responds to εn = 0, which are called zero-frequency
modes. We shall see later that the problem of these
zero-frequency modes can be solved by integrating
over what is called a collective coordinate.

II. THE HARMONIC OSCILLATOR

Most of what follows starting from this section can be
found in [2–4].

We now study the case of a particle in a quadratic
potential V (x) = ω2x2/2. Although this problem has
been studied extensively using more conventional meth-
ods, we reproduce some of the well-known results as they
will serve as an intermediate step when we analyze tun-
neling through a barrier in the next section. We have
V ′′ = ω2 and the differential operator becomes

− d2

dt2
+ ω2. (20)

6 This argument obviously fails if x̄ was a maximum or a saddle
point of S. Fortunately, in the majority of the cases S will indeed
be minimized.

This operator is similar to the Hamiltonian of a particle
in a box of width a (and an energy shift ω2):

H = −1

2

d2

dx2
+ω2, En =

n2π2

2a2
+ω2, n = 1, 2, 3, . . .

(21)
and we immediately read off the eigenvalues of (20):

εn =
n2π2

t20
+ ω2, n = 1, 2, 3, . . . . (22)

The next step is to fix N . We do that by rewriting the
infinite product in the determinant as

N

( ∞∏

n=1

n2π2

t20
+ ω2

)−1/2

=

[
N

( ∞∏

n=1

n2π2

t20

)−1/2][ ∞∏

n=1

(
1 +

ω2t20
n2π2

)]−1/2

.

(23)

The first square bracket would be the determinant had
we started with V (x) = 0 and must give the result for
a (free) particle in a box of width t0 with En = p2

n/2
and pn is the momentum. By taking xi = xf = 0, S0

vanishes, and in the limit of large t0, εn approaches a
continuum, and we can use the plane wave solutions as
our eigenstates.

N

( ∞∏

n=1

n2π2

t20

)−1/2

= 〈0|e−p2t0/2|0〉

=

∫ ∞

−∞

dp

2π
e−p

2t0/2 =
1√

2πt0
. (24)

Our choice of xi and xf is not random; it is the
only choice that gives finite S0 to avoid any poten-
tial problems associated with the vanishing of the
exponential term on the right-hand side of (19). The
integral is obtained by considering the representation
of the state |0〉 in the momentum space, which is eas-
ily found by taking the Fourier transform of 〈x|0〉 = δ(x).

The final remaining step is to evaluate the second
square bracket in (23). The product can be readily eval-
uated, we quote the final result here:

∞∏

n=1

(
1 +

ω2t20
n2π2

)
=

1

ωt0
sinh (ωt0). (25)

Piecing everything together we arrive at the final result:

∑

n

e−Ent0 |ψn(0)|2 =
1√

2πt0

(
1

ωt0
sinh (ωt0)

)−1/2

=

√
ω

π
(2 sinh (ωt0))−1/2

=

√
ω

π
e−ωt0/2

(
1 +

1

2
e−2ωt0 + . . .

)
,

(26)
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reproducing the spectrum of the harmonic oscillator.
Namely, E0 = ω/2 with |ψ0(0)|2 =

√
ω/π, E2 = 5ω/2

with |ψ2(0)|2 = 1
2

√
ω/π, etc. Notice that only terms

with even n appear in the series, since ψn(0) = 0 for odd
n. The results are exact, and this is due to the fact that
all higher-order variational derivatives of S vanish for a
quadratic potential, making (15) exact.

III. TUNNELING IN A QUARTIC POTENTIAL

Suppose we now place our particle in a double-well
potential V (x) = λ(x2 − η2)2. This potential has two
minima at x = ±η, with a frequency of oscillation
ω2 = 8λη2 which may be found by looking at the
quadratic term in the expansion of V (x) around x = ±η.
The height of the barrier separating the two wells is
V (0) = ω4/64λ. In the limit λ → 0, the barrier is of
infinite height and the ground state of the system is
doubly degenerate; the particle oscillates near x = −η
or x = η. However, if λ is set to a small, albeit non-zero,
value, the degeneracy is broken. If the particle was
initially at −η, it can tunnel through the barrier and
there is a non-zero probability that we find it at η at
a later time. The true ground state is an even combi-
nation between the previously degenerate states, and
an odd combination has a slightly higher energy. The
difference between the two energy levels goes like e−1/λ

i.e. it vanishes faster than any (positive) power of λ, and
thus perturbation theory cannot be used in this problem.

In this section we will show how tunneling can be un-
derstood in the context of the Euclidean theory and we
will reproduce the results of the WKB scheme.

A. The Instanton Solution

Like before, we look for stationary points of the clas-
sical action with the inverted potential. Two trivial so-
lutions are x̄(t) = −η and x̄(t) = η, corresponding to
the particle sitting at the top of either humps, and the
analysis is identical to what we did in the preceding sec-
tion. There exists, however, another family of topologi-
cally nontrivial solutions with finite action that connect
the points −η and η.7 Such solutions correspond to the
particle sliding from one hump to the other. In the limit
of large t0, the total energy E = ˙̄x2/2− V (x̄) is zero (for
the particle to take infinite time to slide from one hump
to the other, it must start with ∼ 0 kinetic energy). This
equation can be readily integrated to find x̄(t):

˙̄x = − ω

2η
(x̄2 − η2) (27)

7 They are topological in the sense that one cannot continuously
deform a function in one topological class to another class while
keeping the action finite.

∫
dx̄

−1

x̄2 − η2
=

ω

2η

∫
dt

1

η
tanh−1 x̄

η
=

ω

2η
(t− tc)

x̄(t, tc) = η tanh
ω(t− tc)

2
, (28)

where tc is an integration constant and indicates the cen-
ter of the solution.8 The particle starts at −η and slides
to η. This solution is called the ‘instanton’.9 By sub-
stituting t with −t (corresponding to the positive root
in (27)), we get the ‘anti-instanton’ solution where the
particle starts at η and ends up at −η. The action of the
instanton (and anti-instanton) is

S0 =

∫ ∞

−∞
dt ˙̄x2 =

∫ η

−η
dx̄
√

2V (x̄) =
ω3

12λ
, (29)

and so we have evaluated the exponential term in (19).
We stop to make a couple of comments:

1. The exponential e−S0 is similar to the tunneling
amplitude we get from the WKB method. This
is in fact no coincidence, and holds generally for
similar problems [5].

2. The action does not depend on tc, and this is ex-
pected from the time translation symmetry of the
original Lagrangian, that is the time origin can be
chosen to be any value. This suggests that we
have to take into account the contribution an in-
finite number of instantons (and anti-instantons),
and this will be the subject of the following sec-
tions.

B. Zero-Frequency Mode

Our next task is to calculate the determinant. There is
more than one approach to this problem. A particularly
interesting and relatively quick one is developed by
Coleman in his lectures [3]. However, many key points
can be easily missed if the reader is not careful enough,
so we resort to a more direct, yet more laborious,
approach [2].

8 We emphasize the dependence of x̄ on tc as it will be relevant
soon.

9 The term ‘instanton’ was coined by ’t Hooft. The reason is that
instantons are very similar in structure to solitons, particle-like
solutions of field theories, and thus the -on. They are also func-
tions of time, hence the instant-. Another name used in the
literature, invented by Polyakov, is ‘pseudoparticle’, since they
are particle-like solutions in imaginary time.
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We calculate the contribution of one instanton (tc = 0
for simplicity). We have V ′′(x) = 12λx2 − 4λη2. Substi-
tuting with the explicit form of x̄(t) from (28) in (16) we
get

−ẍn+8λη2

(
3

2
tanh2 ωt

2
− 1

2

)
xn

= −ẍn + ω2

(
1− 3

2
sech2 ωt

2

)
xn = εnxn. (30)

This equation is satisfied by the associated Legendre
polynomials [6]. In the limit of large t0, it admits (in the
context of quantum mechanics) discrete bound states as
well as a continuum of scattering states. First we will
consider the discrete levels, which are given by

εn = ω2 − ω2

16
(4− 2n)2, n = 0, 1 (31)

i.e. ε0 = 0 and ε1 = 3ω2/4. We now encounter a
zero-frequency mode, and the integral over c0 will make
the functional integral (18) diverge. Fortunately, there
is a pleasant trick to remedy this problem and will be
the subject of this section.

The normalized eigenfunction for ε0 = 0 is

x0(t) = −
√

3ω

8
sech2 ωt

2
, (32)

and it represents the direction in the function space along
which S remains unchanged. One immediately suspects
that this direction is related to the indifference of the
system to the choice of tc. To show this we consider a
perturbation on S0 by varying tc (which is zero since S0

does not depend on tc):

δS0 =

∫ ∞

−∞
dt 2 ˙̄x

d ˙̄x

dtc
δtc =

∫ ∞

−∞
dt 2 ˙̄x

(
− d ˙̄x

dt

)
δtc.

10

(33)
In the function space this variation takes the form

δS0 =

∫ ∞

−∞
dt 2 ˙̄x δẋ =

∫ ∞

−∞
dt 2 ˙̄xc0ẋ0. (34)

Comparing both forms we conclude that x0 is propor-
tional to ˙̄x. We can fix the proportionality constant by
normalizing x0:

∫ ∞

−∞
dt x2

0 = 1 = A2

∫ ∞

−∞
dt ˙̄x2 = A2S0 ⇒ A = − 1√

S0

,

or

x0(t) = − 1√
S0

˙̄x(t). (35)

10 Recall that x̄ = x̄(t− tc), so we can exchange the derivative with
respect to tc with a time derivative at the cost of a minus sign.

It is easy to check that (32) and (35) are indeed equiv-
alent. Furthermore, the equivalence of the expressions
(33) and (34) suggests that we can replace the integra-
tion over c0 with an integration over tc. In the litera-
ture, tc is called a collective coordinate. To find how the
two variables are related, consider how an infinitesimal
change dc0 affects x̄:

dx̄ = x0 dc0.

Next, consider how changing tc changes x̄:

dx̄ =
dx̄

dtc
dtc = − ˙̄xdtc =

√
S0 x0 dtc.

From these two relations we arrive at

dc0 =
√
S0 dtc (36)

which not only solves the problem of the divergent inte-
gral, but also takes into account the contribution of in-
stantons with different centers, which was what we com-
mented on at the end of the previous section.11 This
result is actually quite general; for systems with multiple
zero-frequency modes, we obtain a factor of

√
S0 for each

mode. We will perform the integral in due time.

C. Positive-Frequency Modes

When it comes to evaluating the rest of the determi-
nant, it is often convenient to use the determinant of the
harmonic oscillator as such:

[
det

(
− d2

dt2
+ V ′′(x̄)

)]−1/2

=

√
S0

2π

[
det

(
− d2

dt2
+ ω2

)]−1/2

×
[

det′(−d2/dt2 + V ′′(x̄))

ω−2 det(−d2/dt2 + ω2)

]−1/2

ω dtc, (37)

where det′ is the determinant without ε0. The contribu-
tion of ε1 is known, and we calculate the contribution of
the continuum. The solutions to (30) have the asymp-
totic form

x+
p (t) ∼ eipt as t→∞
x+
p (t) ∼ eipt+iΛp as t→ −∞, (38)

where p is related to the continuous eigenvalue ε by p =√
ε− ω2 and the phase eiΛp has the form

eiΛp =
1 + ip/ω

1− ip/ω
1 + 2ip/ω

1− 2ip/ω
. (39)

11 . The integral is still naively divergent, since tc extends from
−t0/2 to t0/2, which extends to infinity. What we really did is
contextualize this divergence into a sensible limit (t0 →∞) that
we can deal with later.
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A general solution xp(t) is a linear combination of x+
p (t)

and x−p (t) = x+
p (−t). By using the boundary condi-

tions xp(±t0/2) = 0, it is possible to evaluate the second
bracket of (37):

det′(−d2/dt2 + V ′′(x̄))

ω−2 det(−d2/dt2 + ω2)
=

1

9ω2
ε1 =

1

12
(40)

and we obtain the nice formula12

〈η|e−Ht0 | − η〉1 = 〈−η|e−Ht0 |η〉1

= Ne−S0

[
det

(
− d2

dt2
+ V ′′(x̄)

)]−1/2

=

(√
ω

π
e−ωt0/2

)(√
6S0

π
e−S0

)
ω dtc,

(41)

where we have kept only the leading term in the harmonic
oscillator expansion (26). The 1 in the subscript indicates
that this is the contribution of one instanton (or anti-
instanton).

D. Dilute Instanton Gas

The last element of the solution is noticing that the
one-instanton solution is not the only classical path. A
string of widely separated instantons and anti-instantons,
corresponding to the particle going back and forth be-
tween the humps, constitutes a possible (approximate)
classical path with finite S0 as well. Exactly how widely
seperated they have to be can be deduced from looking
at the asymptotic (large t) behavior of the instanton. We
know that at large t, x̄ approaches η. Therefore, we can
expand (28) about x̄ = η:

˙̄x ≈ −ω(x̄− η)

or

x̄− η ∼ e−ωt. (42)

Thus, instantons are well-localized in time, with a size of
order 1/ω. This means that for successive instantons and
anti-instanons to be sufficiently separated, their centers
have to be seperated by an amount much larger than 1/ω.

We construct the solution by attaching n instantons
and anti-instantons with centers ti such that −t0/2 <
t1 < t2 < · · · < tn < t0/2. This setup is called the dilute
instanton gas; it is dilute in the sense that the instantons
do not interact with each other.13 We note that if it were

12 The analysis for the anti-instanton is identical, since V ′′(x̄(t)) is
an even function in t.

13 It is called this way because it is similar to the dilute gas ap-
proximation in statistical mechanics.

not for the transitions near the centers, V ′′ would be ω2

for all t, leaving us with the harmonic oscillator solution.
Therefore, this n-particle setup will modify the harmonic
oscillator solution. We read off the correction factor from
(41):

(√
6S0

π
e−S0

)n n∏

i=1

ω dti ≡ ρn
n∏

i=1

ω dti, (43)

where ρ is the instanton density. Now we finally evaluate
the integral over the centers:

√
ω

π
e−ωt0/2ρnωn

∫ t0/2

−t0/2
dtn · · ·

∫ t3

−t0/2
dt2

∫ t2

−t0/2
dt1

=

√
ω

π
e−ωt0/2

(ρωt0)n

n!
.

(44)

The limits of the integrals mean that each center can be
anywhere from −t0/2 up to the consecutive center. The
last remaining step is to sum over n. If the particle starts
at ±η and ends up at ∓η, then only odd n contribute.
Likewise, if it starts and finishes at the same point, only
even n contribute.

〈±η|e−Ht0 | ± η〉 =

√
ω

π
e−ωt0/2

∑

evenn

(ρωt0)n

n!

=

√
ω

π
e−ωt0/2 cosh (ρωt0)

=
1

2

√
ω

π

(
e−ω(1/2−ρ)t0 + e−ω(1/2+ρ)t0

)
,

(45)

〈±η|e−Ht0 | ∓ η〉 =

√
ω

π
e−ωt0/2

∑

oddn

(ρωt0)n

n!

=

√
ω

π
e−ωt0/2 sinh (ρωt0)

=
1

2

√
ω

π

(
e−ω(1/2−ρ)t0 − e−ω(1/2+ρ)t0

)
.

(46)

Both expressions lead to two closely-spaced energy levels

E± =
ω

2
± ρω =

ω

2
± ω

√
ω3

2πλ
e−ω

3/12λ (47)

which are, of course, identical to the result obtained from
the WKB method. Furthermore, if we look at the coeffi-
cients of the exponentials in (45) and (46) we find that

|ψ±(η)|2 = |ψ±(−η)|2 =
1

2

√
ω

π
,

ψ±(η)ψ∗±(−η) = ψ±(−η)ψ∗±(η) = ∓1

2

√
ω

π
,
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from which we deduce

ψ±(η) = ∓ψ±(−η) (48)

i.e. the true ground state ψ− is indeed the spatially even
combination, and the first excited state ψ+ is the odd
combination, with the particle having equal probability
to be at η or −η.

It is important to note that nowhere have we explicitly
taken any measures to ensure that the instantons are suf-
ficiently separated. However, this is already taken care of
by the summations in (45) and (46). The series

∑
xn/n!

is dominated by the terms with n ∼ x. In our case, we
have n ∼ ρωt0 or n/t0 ∼ ρω i.e. the number of instan-
tons in a time interval is of order ρ. Therefore, by taking
ρ to be small (by taking λ small), we are ensured that
the gas is dilute enough.

IV. PERIODIC POTENTIALS

Suppose now that our potential has an infinite number
of wells with minima at x = 0,±1,±2, etc. The analysis
is the same as before up to the point where we sum over
n. When we had only two humps, the particle was only
allowed to swing back and forth which restricted us to
a string of alternating instantons and anti-instantons.
On the other hand, for a periodic potential with infinite
humps, we lose this restriction; the particle can go back
and forth, but it can also go forward skipping 20 humps
then roll back 2 humps, then roll forward again ad
infinitum.

Mathematically speaking, this is implemented by sum-
ming (44) over instantons and anti-instantons indepen-
dently while constraining the difference between their
numbers to be equal to the net change in the position

of the particle. We have the equation

〈m|e−Ht0 |m′〉 =

√
ω

π
e−ωt0/2×

∞∑

n,n′=0

(ρωt0)n+n′

n!n′!
δ(n−n′)(m−m′), (49)

where n and n′ are the numbers of instantons and anti-
instantons, respectively, and m and m′ are the final and
initial positions of the particle, respectively. By using the
identity for δmn as a contour integral

δmn =
1

2πi

∮

|z|=1

dz zm−n−1 =
1

2π

∫ 2π

0

dθ ei(m−n)θ, (50)

(49) becomes two independent exponential series:

〈m|e−Ht0 |m′〉 =

√
ω

π
e−ωt0/2

1

2π

∫ 2π

0

dθ ei(m
′−m)θ×

∞∑

n=0

(ρωt0e
iθ)n

n!

∞∑

n′=0

(ρωt0e
−iθ)n

′

n′!

=

√
ω

π
e−ωt0/2

1

2π

∫ 2π

0

dθ
[
ei(m

′−m)θ×

eρωt0e
iθ

eρωt0e
−iθ]

=

√
ω

π
e−ωt0/2

1

2π

∫ 2π

0

dθ ei(m
′−m)θe2ρω cos θ t0 ,

(51)

from which we deduce the energy levels (as a function of
the continuous angle θ)

E(θ) =
ω

2
− 2ω

√
ω3

2πλ
cos θ e−ω

3/12λ, (52)

and (invoking the completeness statement
∫ 2π

0
dθ |θ〉〈θ| =

1)

〈θ|m〉 =

(
ω

π

)1/4
1√
2π

eimθ. (53)

These are, naturally, the results we obtain from Bloch’s
theorem, which is the traditional treatment for periodic
potentials.
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The integer quantum Hall effect

Le Huu Thong
(Dated: June 19, 2019)

The quantum Hall effect is one of the most important discoveries since the late 20th century.
This paper provides explanation for the precise plateaux of resistivity observed in quantum Hal
experiment, requiring just basic quantum mechanics of most undegraduates. After reviewing the
classical Hall effect, we get on the quantum regime by considering Landau quantization of electron
states in a magnetic field. The precisely quantized resistivity is then derived for an idealized sample.
Finally, an account for impurities in real sample will explain fully the Hall experiment.

I. INTRODUCTION

In 1980, von Klitzing discovered the integer quantum
Hall effect, which brought him a Nobel proze in 1985 [4].

energy ez,0 need to be considered, and the density of states D(e) for the resulting two-dimensional system is constant,

DðeÞ ¼ gsm!=2pℏ2

where the factor gs¼2 takes into account the two possible spin orientations for each plane wave state characterized by the
wavevector k

!
jj. Depending on the density of doping atoms in the doping layer, its thickness and its distance from the interface

(‘modulation doping'), one can produce a 2DES with density ns≲3$ 1015 m–2 and mobility at T¼1 K up to mB3$ 103 m2/(Vs).

Hall Effect in a 2DES – QHE

To adapt the classical eqn [1] for the Hall resistance to a 2DES, one simply has to replace q and nqd by the electron charge % e and
the area density ns, respectively, to obtain

RH ¼ B= ensð Þ ½2'

Measurements on 2DESs show, however, that this result and the Drude result for the longitudinal resistance (normalized on a
sample with square geometry), Rl¼rxx¼m!/(e2nst) with t a scattering time, hold, at low temperatures, only for small values of the
magnetic field B. At higher B-values characteristic deviations occur, which are due to the Landau quantization of the electron
energy spectrum. As shown in Figure 2, with increasing B the longitudinal resistance Rl¼Rxx exhibits ‘Shubnikov-de Haas
oscillations’ with increasing amplitude, and also weak modulations of the linear increase of the Hall resistance RH¼Rxy with B are
observed. At still higher B-values the amplitude of the Shubnikov-de Haas oscillations becomes so large that Rl¼Rxx vanishes in
certain B-intervals, and in these intervals the Hall resistance becomes constant with values Rxy¼h/(ie2), where i is an integer. This is
the regime of the IQHE.

Current-Carrying Eigenstates of the 2DES

Since we want to consider currents in x-direction, it is convenient to use the Landau gage A
!¼ %yB;0;0ð Þ for the vector potential to

describe the homogeneous magnetic field in z-direction. Including a potential V(y) to describe an electric field or a lateral
confinement in y-direction, the Hamiltonian for the two-dimensional motion reads H¼ p!8 þ eA

!! "2
= 2m!ð Þ þ V yð Þ with

p!8 ¼ % iℏ ∂x; ∂y;0
# $

, and has eigenfunctions of the form Cn,Y(x,y)¼[exp(ikxx)/Lx]cn,Y(y), with Y¼ℓ2kx and ℓ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ=ðeBÞ

p
the

magnetic length, and with Y-dependent energy eigenvalues en(Y).
In the absence of electric fields in y-direction, that is for V(y)) 0, the eigenfunctions cn;Y ðyÞ ¼ unð½y % Y '=ℓÞ=

ffiffiffi
ℓ

p
are the

normalized harmonic oscillator function un(ξ) with center coordinate Y and the energy eigenvalues are the Y-independent Landau
energies en¼ℏoc(n þ 1/2), with oc¼eB/m! the cyclotron frequency. Requiring the plane waves to be periodic with period Lx
restricts the possible kx-values to integer multiples of 2p/ Lx and yields LxLy/(2pℓ2) eigenstates in the rectangle of area LxLy for each
energy eigenvalue en. Thus, the density of Landau states per energy eigenvalue is nL¼(2pℓ2)%1¼B/F0, with F0¼e/h the magnetic
flux quantum. The magnetic flux density B¼F0nL is usually just called magnetic field.
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Figure 2 Hall resistance RH¼Rxy and longitudinal resistance Rl¼Rxx measured on a 2DES as function of the applied magnetic field B.

Quantum Hall Effect 3

Figure 1: Hall resistance Rxy and longitudinal resistance Rxx
in integer quantum Hall effect.

The integer quantum Hall effect is observed in two-
dimensional electron gas, under low temperature and
strong magnetic length. When the magnatic field is varied,
the Hall resistivity exhibits quantized value

ρxy =
1

ν

2π~
e2

, ν ∈ Z

with abrupt transition between plateaux. Also, the
plateaux ρxy is accompanied with zero values of longi-
tudinal resistivity ρxx. And when ρxy jumps between
plateaux, ρxx peaks up together. More interestingly, the
values of ν are measured with extrodinary precision –
10−9. This is an exemplar for a stable quantum regime,
despite the inescapable impurities in experiment samples.

Classical Hall effect

To appreciate the striking quantum behavior, let us
review the classical approximation. The Drude model

8 Introduction

Hall
resistance 

longitudinal
resistance 

C1
C2 C3

C4
C5C6

I
2D electron gas I

magnetic field B

Figure 1.1: (a) 2D electrons in a perpendicular magnetic field (quantum Hall
system). In a typical transport measurement, a current I is driven through
the system via the contacts C1 and C4. The longitudinal resistance may be
measured between the contacts C5 and C6 (or alternatively between C2 and
C3). The transverse (or Hall) resistance is measured, e.g., between the contacts
C3 and C5. (b) Classical Hall resistance as a function of the magnetic field.

line connecting C1 and C4. In Fig. 1.1(a), we have chosen the contacts C5
and C6 for a possible longitudinal resistance measurement. The transverse re-
sistance is measured between two contacts that are connected by an imaginary
line that necessarily crosses the line connecting C1 and C4 [e.g. C3 and C5 in
Fig. 1.1(b)].

1.1.2 Classical Hall effect

Evidently, if there is a quantum Hall effect, it is most natural to expect that
there exists also a classical Hall effect. This is indeed the case, and its history
goes back to 1879 when Hall showed that the transverse resistance RH of a thin
metallic plate varies linearly with the strength B of the perpendicular magnetic
field [Fig. 1.1(b)],

RH =
B

qnel
, (1.1)

where q is the carrier charge (q = −e for electrons in terms of the elementary
charge e that we define positive in the remainder of these lectures) and nel is
the 2D carrier density. Intuitively, one may understand the effect as due to
the Lorentz force, which bends the trajectory of a charged particle such that
a density gradient is built up between the two opposite sample sides that are
separated by the contacts C1 and C4. Notice that the classical Hall resistance is
still used today to determine, in material science, the carrier charge and density
of a conducting material.

More quantitatively, the classical Hall effect may be understood within the
Drude model for diffusive transport in a metal. Within this model, one considers

y

x

While we’re throwing different definitions around, here’s one more. For a current Ix

flowing in the x-direction, and the associated electric field Ey in the y-direction, the

Hall coefficient is defined by

RH = − Ey

JxB
=
ρxy

B

So in the Drude model, we have

RH =
ωB

BσDC
=

1

ne

As promised, we see that the Hall coefficient depends only on microscopic information

about the material: the charge and density of the conducting particles. The Hall

coefficient does not depend on the scattering time τ ; it is insensitive to whatever friction

processes are at play in the material.

We now have all we need to make an experimental predic-
ρxy

ρxx

B

Figure 3:

tion! The two resistivities should be

ρxx =
m

ne2τ
and ρxy =

B

ne

Note that only ρxx depends on the scattering time τ , and ρxx → 0

as scattering processes become less important and τ → ∞. If

we plot the two resistivities as a function of the magnetic field,

then our classical expectation is that they should look the figure

on the right.

1.3 Quantum Hall Effects

Now we understand the classical expectation. And, of course, this expectation is borne

out whenever we can trust classical mechanics. But the world is governed by quantum

mechanics. This becomes important at low temperatures and strong magnetic fields

where more interesting things can happen.

It’s useful to distinguish between two different quantum Hall effects which are asso-

ciated to two related phenomena. These are called the integer and fractional quantum

Hall effects. Both were first discovered experimentally and only subsequently under-

stood theoretically. Here we summarise the basic facts about these effects. The goal of

these lectures is to understand in more detail what’s going on.

– 10 –

Figure 2: Left: the Hall experiment set-up: Rxx = Vx/Ix
(longitudinal) and Rxy = Vy/Ix (Hall); Right: resistivities in
classical Hall effect.

equation of motion, which incorporates scattering effect
in the parameter τ (relaxation time)

m
dv

dt
= −eE− ev ×B− mv

τ
. (1)

In equilibrium, we expect dv
dt = 0, and then arrive at

v +
eτ

m
v ×B = −eτ

m
E. (2)

Since J = −nev, the above expression show linear depen-
dence of J on E

(
1 ωBτ

−ωBτ 1

)
J =

ne2τ

m
E, ωB ≡

eB

m
. (3)

Identifying the above with Ohm’s law J = σE gives

ρ =
m

ne2τ

(
1 ωBτ

−ωBτ 1

)
(4)

σ =
ne2τ

m(1 + ω2
Bτ

2)

(
1 −ωBτ

ωBτ 1

)
. (5)

Thus in the classical approximation

ρxx =
m

ne2τ
and ρxy =

B

ne
. (6)

We see that there is linear dependence of the Hall re-
sistance on magnetic strength but not the plateaux as
in the quantum case. And the vanishing of longitudinal
resistance, as in the quantum case, may be attributed
to infinite scattering time, or rather, zero dissipation on
electron motion.
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II. LANDAU QUANTIZATION

For the triangular geometry of the experiment, as de-
scribed in figure 2, the Landau gauge is particularly useful
since it preserves the translational symmetry in the x di-
rection

A = −yBx̂. (7)

Translational invariance in x direction gives us

ψk(x, y) = eikxfk(y), (8)

that is to say, our basic set of functions can be chosen
to be x-momentum eigenfunctions, similar to 1D free
particles.
Without electric field

H0 =
1

2m
(p + eA)2 =

1

2m
p2y +

1

2m
(px + eBy)2 (9)

=
1

2m
p2y +

1

2
mω2

B(y + kl2B)2, l2B =
~
eB

(10)

Due to the resemblance to the second harmonic oscillator,
we can easily obtain the Landau spectrum in magnetic
field

En = ~ωB(n+
1

2
), ωB ≡

eB

m
(11)

ψn,k(x, y) = eikxϕn(y + kl2B) (12)

where ϕn are the well-known SHO solutions.

For simplicity, we ignore the spins of electrons in
this whole treatment. Although the Zeeman splitting

gµBB = g
e~
2m

is equal to Landau level at first glance,

this does not happen in real materials. On the one hand,
the mass determining ωB is the effective mass of the

electron in solid ωB =
eB

meff
. On the other hand, the

effective g factor may depends on the band structure as
well. As an example, Landau level is 70 times bigger
than Zeeman splitting in GaAs.

Since the spectrum does not depend on the x degrees
of freedom, there is degenacy in each Landau levels n in
(11). Considering a finite sample with size Lx, Ly. Since
the wave functions (19) are localized about y = −kl2B
while 0 < y < Ly, we expect

−Ly/l2B < k < 0; k =
2πm

Lx
,m ∈ Z, (13)

where the quantized values of k are due to periodic bound-
ary condition along the x axis. Therefore the degeneracy
is calculated to be

2πN

Lx
= Ly/l

2
B ⇒ N =

eBLxLy
2π~

=
Φ

Φ0
, Φ0 ≡

2π~
e

(14)

Having derived the Landau quantization, we now turn on
an electric field in the y direction E = Eŷ to have the
new Hamiltonian

H =
1

2m
p2y +

1

2
mω2

B(y + kl2B)2 + eEy (15)

=
1

2m
p2y +

1

2
mω2

B(y + kl2B +
eE

mω2
B

)2 (16)

+ eE

(
−kl2B −

eE

mω2
B

)
+

1

2

(eE)2

mω2
B

(17)

It is then easy to obtain the new Landau levels.

Enk = ~ωB(n+
1

2
) + eE(−kl2B −

eE

mω2
B

) +
m

2

E2

B2
, (18)

ψn,k(x, y) = eikxϕn

(
y + kl2B +

eE

mω2
B

)
(19)

where the first term represents oscillation energy,
second term the electric potential energy and last term
kinetic energy. The potential term is there because the

wavefunctions are now localized at y = kl2B +
eE

mω2
B

.

But what is moving to give out that kinetic term? Well,
since Enk depends on k, all the electrons, in all Landau
levels, exhibit drift along the x axis with the same group
velocity

vx =
1

~
∂Enk
∂k

= −eEl
2
B

~
= −E

B
. (20)

That is, we have proved a drift current along the x axis,
which is in the direction of E×B and perpendicular to
the electric field. The Hall resistivity is going to arrive!

When ν Landau levels are filled

We are now able to explain the nicely quantized values
1

ν

2π~
e2

advertised in the Introduction. Intuitively, we may

see a connection between the quantized Landau levels
and quantized Hall resistivities.

From the degeneracy (14) of each Landau levels, we see
that the stronger the B field, the more electrons each level
can accommodate. It is worthwhile attempting to answer
what will happen if B reaches values that make exactly ν
Landau levels filled? In that case, the 2D electron density

n = ν
N

LxLy
= ν

eB

2π~
⇔ B =

2π~n
νe

. (21)

With the drift velocity just derived, we can calculate the
transverse current, and then the expected Hall resistivity
for these particular values of B.

Jx = −nevx = ne
E

B
, (22)

⇒ ρxy = − E
Jx

=
B

ne
= −2π~

νe2
(23)
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Bravo! We have in part explained the quantized values
observed in figure 1. In the next section, we will see that
it is the macrosopic disorders in the sample that causes
the quantized resistivities to exist within a wide range of
B.

III. THE ROLE OF DISORDERS

Having explained the quantized values of resistivity, we
still need to account for the plateaux of these values over
a wide range of B. And also, how do the levels come out
exact despite the inescapable impurities in real samples.

We will model both the electric field and inpurities
by adding a potential V to the Hamiltonian (15), and
impose contraints on it to give out the quantum Hall
effect. The first one is that impurities is small compared
to Landau levels splitting V � ~ωB . The second is that
V does not change appreciably on the magnetic length

scale |∆V | � ~ωB
lB

.

First, we will prove that electrons will drift along equipo-
tentials of V . We remember that classically, a free electron
under a magnetic field will move in circles with cyclotron
frequency.

m
dv

dt
= −ev ×B (24)

⇒
{
x(t) = X −R sin(ωBt+ φ)

x(t) = X +R cos(ωBt+ φ)
, (25)

where X and Y are center of the orbit.
Motivated by the above classical analog, we introduce the
center-of-orbit quantum operator




X = x+

vy
ωB

Y = y − vx
ωB

. (26)

We can straightforwardly prove the following result, which
have been done this already in Problem 5.3: General As-
pects of Quantum Motion in a Magnetic Field - MIT8.06x

[X,Y ] = il2B (27)
{
i~Ẋ = [X,H] = [X,H + V ] = [X,V ]

i~Ẏ = [Y,H] = [Y,H + V ] = [Y, V ]
. (28)

⇒




i~Ẋ = [X,Y ]

∂V

∂Y
= il2B

∂V

∂Y

i~Ẏ = [Y,X]
∂V

∂X
= il2B

∂V

∂X

. (29)

It is seen from the above that the center-of-orbit of
electrons will drift along the equipotentials of V . And

due to the assumption that |∆V | � ~ωB
lB

, we don’t have

to care much about the cyclotron orbits of the electrons.

Although the impurities have broken translational
symmetry, we can still develop our theory from derivation
of Landau levels from section II.
Since the impurities is not too large V � ~ωB, it is
intuitively clear that the density of states are now
broaden around the old values ~ωB(n+ 1/2).
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Figure 3.5: Quantum Hall effect. The (impurity-broadened) density of states
is shown in the first line for increasing fillings (a) - (c) described by the Fermi
energy EF . The second line represents the impurity-potential landscape the
valleys of which become successively filled with electrons when increasing the
filling factor, i.e. when lowering the magnetic field at fixed particle number.
The third line shows the corresponding Hall (blue) and the longitudinal (red)
resistance measured in a six-terminal geometry, as a function of the magnetic
field. The first figure in column (c) indicates that the bulk extended states are
in the centre of the DOS peaks, whereas the localised states are in the tails.

Figure 3: The quantum Hall resistivity corresponding to filling
of Landau levels. First row: Density of state - Landau levels are
broaden by impurities. Second rows: Potential V represented
as landscape filled with electrons. Third rows: Corresponding
measured resistivities

We have already considered the first column in figure 3,
where exactly ν Landau levels are filled.

Now let us have a look at the shape of V in a particular
sample in figure 3, which contains various peaks and
troughs. In the second column, when B is decreased a
little, each Landau levels can accomodate fewer electrons,
so that a few electrons fill gradually fill up the next
higher level. But these electrons now get unfortune by
being trapped in the valleys of the potential landscape
in the bulk of the sample and cannot contribute to the
current across it. Therefore, the Hall resistivities remain
on the plateau.

If the magnetic field B is lowered further, causing the
next Landau levels be about half-filled, we see a transition
of Hall resistivities between plateaux. That is because
the valleys occupied by the electrons are now opened
and linked together, letting the electrons to transit from
localised states into extended states, thus contributing to
the Hall resistivities again. As more electrons are involved,
the resistance decreases and then reach the lower Hall
plateau.

IV. DISCUSSION

We have seen that the precise quantized values of Hall
resistivity has its origin from Landau level of electron
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under magnetic field

ρxy =
2π~
νe2

. (30)

But for these values to be observed in experiments, in
macroscopic sample, the diorders, while being random,
have an important role. The main reason is that impu-
rities create trap for the electrons inside the bulk of the
material. And the trapped electrons cannot contribute
to the current. Hence, when the magnetic field is varied

around the proper values B =
2π~n
νe

in (23), the Hall

resistivities happily stay on the plateau.
It is worth noting the significance of the Hall phenomenon.
Usually, quantized values can be detected in microscopic
level, such as the hydrogen spectral lines. But now we
know that we ca bring the wonderful properties of the

quantum world to macroscopic devices, open up a new
horizon for awesome technology. In fact, in metrology,
the integer quantum Hall effect is applied to give stan-
dard for resistance calibration, and the determination of
fine-structure constant[4].
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The integer quantum Hall effect
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In 1879 Edwin Hall observed that a magnetic field B transverse to a plate, together with a current
with density J flowing in one direction above the plate, induce an electric field E in a perpendicular
direction in the plate. Classically, the resulting Hall conductance J

E
can be seen using the Lorentz

Force Law to be a linear function of 1
B

. However in 1980 von Klitzing, Dorda, and Pepper discovered

that in some settings the Hall conductance is exactly quantized in integer multiples of e2

h
. A year

later, Robert Laughlin gave an elegant explanation of this by considering the effect of threading a
quantum of flux through a ring. After setting up the needed background, we describe Laughlin’s
argument, showing how the adiabatic theorem implies that, as the flux is increased, one electron is
transferred from the bottom of the ring to the top for each filled Landau level, and how this leads to
the quantization of the conductance. We also describe a more topological argument due to Avron,
Seiler, and Yaffe that adapts Laughlin’s reasoning to a more general setting.

I. INTRODUCTION

An 1879 paper of Edwin Hall [2] reports on experiments
in which a strip of gold leaf carrying a current was placed
in a magnetic field passing perpendicular to the strip.
This resulted in a potential difference between the two
sides of the strip, perpendicular both to the current and
to the electric field, and proportional to JB where J
is the current density and B is the magnitude of the
magnetic field. The fact that a magnetic field induces
a potential difference perpendicular to the current in a
two-dimensional conductor is now accordingly called the
Hall effect.

Hall explained that his experiments were motivated by
his (in retrospect well-founded) skepticism of an assertion
by Maxwell that a current in a conductor subjected to
a magnetic field will, in the steady state, “be found to
be the same as if no magnetic force were in action.” The
Lorentz Force Law was not yet known in 1879, but once
it was discovered it provided a simple explanation for the
Hall effect: since x̂1×x̂3 = −x̂2 a charge −e with velocity
vx̂1 subjected to a magnetic field Bx̂3 experiences a force
evB
c x̂2; thus a current density ~J = J x̂1 (with J > 0)

passing along a long thin strip will lead to a buildup
of negative charge on the bottom (negative-x2) edge of
the strip and hence an electric field E in the negative
x2 direction that is proportional to JB. In particular
the Hall conductance, namely the ratio σ12 =

∣∣ J
E

∣∣, is

proportional to 1
B .1

About a century later, it was discovered [4] that, under
certain conditions involving strong magnetic fields at low
temperatures, the Hall conductance σxy takes only values

of the form e2

h ν where ν is an integer. When plotted as a

function of the 1
B , the conductance exhibits an increasing

1 The reader will likely have noticed that this discussion is rather
over-simplified: for instance we are neglecting the fact that the
deflection given by the Lorentz force law means that the current
is in fact not purely in the x direction. See [8, Section 1.2] for a
more careful treatment.

-
-

-
-

+
+

+
+

J

B

Figure 1. The Hall effect: a current flowing in the x1 direction,
in the presence of a magnetic field in the x3 direction, leads
to a potential difference in the x2 direction.

sequence of plateaus on each of which it remains constant
to extremely high precision. Indeed this phenomenon
is so robust that for some time it was used to obtain
high-precision measurements of fundamental constants of
nature; in 2018 the kilogram was redefined so as to make

the quantum of Hall conductance e2

h take an exact value
[3].

In this paper we explain two arguments that provide
explanations for the quantization of the Hall conductance,
at least in a modified setting where the strip is replaced
by a ring or a torus (i.e., periodic boundary conditions
are imposed in the direction in which the current is flow-
ing, or in both directions). The first argument, due to
Laughlin [5], involves a thought experiment in which an
additional magnetic flux is passed through the center of
a ring. Laughlin’s argument begins by considering a rela-
tively simple special case that can be solved exactly, and
extracts features from this special case—specifically, the
statement that adiabatically increasing the flux from 0
to the special value Φ0 = hc

e results in the transfer of
an integer number of electrons from one edge of the ring
to the other—that have good reason to persist in more
realistic settings. The other argument that we discuss,
based on [1], is somewhat more abstract in the sense that
it does not involve describing explicit states or tracking
the behavior of individual electrons, but rather explains
the quantization of the Hall conductance in terms of Berry
curvature. Correspondingly this argument is quite robust;
in particular, unlike Laughlin’s argument, it does not rely
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Figure 2. The setup of Laughlin’s thought experiment for the
Hall effect. The circumference of the ring is parametrized by
x1, and the height by x2. The magnetic field producing the
Hall effect is in black; Laughlin’s hypothetical magnetic flux is
represented by the green arrow. Note that the magnetic field
producing this flux is not present at points on the ring, but
does affect the vector potential there.

on disregarding interactions between electrons.

We now describe the organization of the paper. After
setting up some notation and pointing out some very
general features of the problem in Section II, in Section
III we set up the problem and work out the energy levels
for a single electron on a cylindrical ring in the presence
of constant magnetic and electric fields and a flux passing
through the center of the ring. In Section IV, following
[5], we consider the effect of adiabatically varying the flux
from 0 to the special value Φ0 = hc

e (which returns the
system to a gauge-equivalent version of itself). By relating
the current Jx and the Hall electric field E to the effects
of such a (hypothetical) variation, we manage to relate
Jx and E to each other, and this relation demonstrates
that the conductance σxy is indeed quantized in units

of e2

h . The problem solved in Sections III and IV is
idealized; Section V gives a brief explanation of how
Laughlin’s reasoning persists in more realistic settings
involving impure materials. Finally, Section VI explains
the argument from [1] (which has antecedents in work
such as [7]), which is based on properties of the Berry
connection associated to varying two independent fluxes
that thread through the respective circles given by two
periodic coordinates.

II. GENERAL SETUP

Throughout the paper we will regard the system as con-
sisting of a large number N of electrons having effective
mass m∗ and charge −e, on a two-dimensional surface
parametrized by coordinates x1, x2 with 0 ≤ xj ≤ Lj .
There will be a (constant-in-time) magnetic field or-
thogonal to the surface, given by a vector potential
(A1(x1, x2), A2(x1, x2)) (so the magnetic field itself is
∂x1A2 − ∂x2A1).

We will always assume periodic boundary conditions
for x1, and in the last section will also assume them for
x2. Equivalently we are regarding x1 (and possibly x2)
as varying over a circle rather than a line segment, and
this will in fact be important for our arguments. While
this might seem inconsistent with the setup of Figure 1,
it should be noted that the current in the x1 direction
might be measured by a device that is attached to both
the left and right ends of the rectangle, and if this device
is regarded as part of the system then the geometry is
cylindrical rather than rectangular. A similar remark
applies to the measurement of the voltage (or electric
field) in the x2 direction.

The cylindrical geometry in which x1 varies over the
circle allows the possibility of passing a magnetic flux
Φ1 along the axis of the cylinder, as in Figure 2. While
this contributes nothing to the magnetic field along the
cylinder itself, it does make a contribution AΦ to the
vector potential there: by Stokes’ theorem, in order to
produce flux Φ1 through a disk with boundary C1 run-
ning along the cylinder, we should have

∫
C1

AΦ · dr = Φ1.

This (together with the fact that ∇ × AΦ1
= ~0 along

the ring) a uniquely specifies ~AΦ1
modulo addition of the

gradient of a periodic-in-x function; the simplest choice

is to take AΦ1 =
(

Φ1

L1
, 0
)

. (Note that in our coordinates

dr = (dx1, 0).) Similarly if we are regarding x2 as varying
over a circle we can thread a flux Φ2 through that circle,

contributing an additional
(

0, Φ2

L2

)
to the vector poten-

tial. We will regard the fluxes Φ1 and Φ2 as parameters
throughout the discussion; our arguments will consider
the effect of varying these parameters adiabatically.

Write x(r) = (x
(r)
1 , x

(r)
2 ) for the position of the rth

electron. The operators v̂
(r)
j describing the jth component

(for j = 1, 2) of the velocity of the rth electron will be

v̂
(r)
j,Φj

=
1

m∗

(
~
i

∂

∂x
(r)
j

+
e

c
Aj(x

(r)
1 , x

(r)
2 ) +

eΦj
cLj

)
(1)

and the Hamiltonian will be

Ĥ(Φ1,Φ2) =
N∑

r=1

m∗

2

(
(v̂

(r)
1,Φ1

)2 + (v̂
(r)
2,Φ2

)2
)

+V ({x(r)}Nr=1)

(2)
for some potential energy function V . (The interpretation

of v̂
(r)
j,Φj

as a velocity operator is justified by Ehrenfest’s
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theorem and the fact that [x̂
(r)
j , Ĥ(Φ1,Φ2)] = i~v̂(r)

j,Φj
.)

The Hall effect relates the current density J1 in the x1

direction and an electric field in the x2 direction. The
electric field will be incorporated into the Hamiltonian,
either through the choice of the potential function V
(in Sections III and IV) or by taking the flux Φ2 to be
time-dependent (in Section VI). The x1 component of
the current density, meanwhile, is given as a quantum
operator by

Ĵ1 =
1

L1L2

N∑

r=1

−ev̂(r)
1,Φ1

. (3)

It will be quite useful to relate this to the dependence of
Ĥ on the flux parameter Φ1, via the observation (cf. [5,
Equation (1)])

∂Ĥ(Φ1,Φ2)

∂Φ1
= m∗

N∑

r=1

v̂
(r)
1,Φ1

∂v̂
(r)
1,Φ1

∂Φ1
(4)

=
e

cL1

N∑

r=1

v̂
(r)
1,Φ1

(5)

and thus

Ĵ1 = − c

L2

∂Ĥ(Φ1,Φ2)

∂Φ1
. (6)

III. LANDAU LEVELS IN THE PRESENCE OF
AN ELECTRIC FIELD AND A THREADED FLUX

Our first step will be to analyze the case in which
the potential V is given entirely by a constant electric

field in the x2 direction, contributing a term eEx
(r)
2 for

each electron. (Note that we do not impose periodic
boundary conditions in the x2 variable in this section,
and correspondingly the flux Φ2 will always be zero.) We
moreover take the magnetic field to be a constant B, and
use Landau gauge (A1, A2) = (−By, 0) for the vector
potential. Thus the Hamiltonian decomposes as

Ĥ(Φ1, 0) =
N∑

r=1

Ĥ
(r)
Φ1

(7)

where each Ĥ
(r)
Φ1

is given by the identical formula

Ĥ
(r)
Φ =

1

2m∗

((
p̂1 −

eBx2

c
+

eΦ

cL1

)2

+ p̂2
2

)
+eEx2. (8)

(We suppress superscript (r)’s from the notation to reduce
clutter.)

The energy states of Ĥ
(r)
Φ exhibit a largely familiar

pattern with Landau levels that we will now derive; the
main difference from cases considered in class is that,
when E 6= 0, the states within the same Landau level

now have different energies, with the first component of
the momentum contributing a linear term to the energy.

Because Ĥ
(r)
Φ commutes with p̂1, we can restrict attention

to states that are eigenstates of p̂1 with eigenvalue ~k;
such a state can be written as ψ(x1, x2) = eikx1φ(x2).
Note that the fact that the variable x1 is periodic with
period L1 means that the only allowed values of k are
those with the property that eikL1 = 1, i.e. k = 2π`/L1

for some ` ∈ Z.
A state ψ(x1, x2) = eikx1φ(x2) is an eigenstate of the

Hamiltonian Ĥj if and only if φ is an eigenstate of the
one-dimensional Hamiltonian

Ĥk =
1

2m∗

((
~k − eBx2

c
+

eΦ

cL1

)2

+ p̂2
2

)
+ eEx2 (9)

=
p̂2

2

2m∗
+
m∗

2

(
eB

m∗c

)2(
x2 −

~kc
eB
− Φ

BL1

)2

+ eEx2.

(10)

Writing

ωc =
eB

m∗c
, y(k) =

~k
m∗ωc

+
Φ

BL1
− eE

m∗ω2
c

, (11)

we find

Ĥk =
p̂2

2

2m∗
+
m∗ω2

c

2

(
x2

2 − 2

(
~k
m∗ωc

+
Φ

BL1
− eE

m∗ω2
c

)
x2

+

(
~k
m∗ωc

+
Φ

BL1

)2
)

(12)

=
p̂2

2

2m∗
+
m∗ω2

c

2

(
x2

2 − 2y(k)x2 +

(
y(k) +

eE

m∗ω2
c

)2
)

(13)

=
p̂2

2

2m∗
+
m∗ω2

c

2

(
(x2 − y(k))2 +

(
y(k) +

eE

m∗ω2
c

)2

− y(k)2

)
(14)

=
p̂2

2

2m∗
+
m∗ω2

c

2
(x2 − y(k))2 + eE

(
y(k) +

eE

2m∗ω2
c

)
.

(15)

Thus we recognize in Ĥk the Hamiltonian for a one-
dimensional harmonic oscillator with frequency ωc, but
with its equilibrium position shifted to x2 = y(k) and its
spectrum shifted uniformly upward by the constant (de-

pending on k) eE
(
y(k) + eE

2m∗ω2
c

)
. The eigenvalues of the

Hamiltonian Ĥk (and hence, as k varies, the one-electron

Hamiltonian Ĥ
(r)
Φ for any r and Φ) are consequently, for

any nonnegative integer n,

En,k :=

(
n+

1

2

)
~ωc + eE

(
y(k) +

eE

2m∗ω2
c

)
. (16)
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We regard the nth Landau level as consisting of states
with the same value of n; since y(k) depends on k we see
that if E 6= 0 the Landau levels are not degenerate (so
this is arguably an abuse of terminology). Given that y(k)
(which is a linear function of k with slope ~

m∗ωc
= ~c

eB )
is confined to an interval of length L2 and that k is an
integer multiple of 2π

L1
, one finds that there are only (up

to integer rounding) eBL1L2

hc allowed values of k. Thus

each Landau level consists of eBL1L2

hc different states.
While the Landau levels are non-degenerate, we will

assume throughout what follows that our parameters
are chosen so that the variation of energy within a single
Landau level is much smaller than the energy gap between
successive Landau levels; since y(k) varies through an
interval of length L2 this amounts to the statement that

eEL2 � ~ωc =
~eB
m∗c

. (17)

In particular we are assuming that the magnetic field is
large in comparison to the electric field.

IV. LAUGHLIN’S ADIABATIC FLUX
THREADING ARGUMENT

We regard the magnetic flux Φ as an adiabatic parame-

ter in our Hamiltonian Ĥ(Φ, 0) =
∑
r Ĥ

(r)
Φ . Note that the

parameter y(k) in (11) depends on Φ, and hence so do the
energies En,k in (16). The adiabatic theorem implies that,
as the flux Φ is varied slowly, if an electron is initially in
a state with energy En,k it will (barring energy crossings,
which we assume our parameters to forbid) continue to be
in such a state throughout the variation. As this happens,
its energy changes, at a rate

∂En,k
∂Φ

= eE
∂y(k)

∂Φ
=

eE

BLx
. (18)

Introducing the flux Φ amounts to adding the constant
(Φ/L1, 0) to the vector potential. If our conductor were a
rectangle rather than a ring, this would be a symmetry
of the whole system, corresponding to multiplication of

the wave function by the phase e
ieΦ
L1~cx1 . But since x1 is

periodic with period L1 this phase is ill-defined unless eΦ
~c

is an integer multiple of 2π, i.e. unless Φ is a multiple of
hc
e . The quantum of flux is defined to be

Φ0 =
hc

e
. (19)

As we adiabatically vary Φ from 0 to Φ0, the system
passes through a family of inequivalent systems but finally
returns to one equivalent to the original one; however the
above discussion shows that the state of the system will
have changed, with the expectation value y(k) of the x2

coordinate of each electron increasing by

δy =
Φ0

BL1
=

hc

eBL1
. (20)

Recall that the momentum parameter k is quantized
in integer multiples of 2π

L1
. We find from (11) that

y

(
k +

2π

L1

)
− y(k) =

2π~/L1

m∗ eBm∗c

=
hc

eBL1
= δy. (21)

Writing k` = 2π`
L1

, this shows that adiabatically increasing
Φ from 0 to Φ0 has the effect of moving an electron from a
state in Landau level n and k = k` to a state with Landau
level n and k = k`+1.

The discussion up to this point has focused on a sin-
gle electron. Considering the electrons collectively, the
exclusion principle dictates that each of them will reside
in a different state. We assume that the system is in its
ground state (as will be true with extremely high proba-
bility at low temperature, which is the context in which
the quantum Hall effect is usually observed), in which
case then N electrons will occupy the N lowest energies
En,k.2 We also make the crucial assumption that each
Landau level is either completely filled by electrons or
is empty, i.e. that the Fermi energy lies between two
successive Landau levels.

Under these assumptions, the foregoing analysis implies
that as Φ increases from 0 to Φ0, within each of the filled
Landau levels the electron that is initially in the state with
〈x2〉 = y(k`) moves to the state with 〈x2〉 = y(k`+1) =
y(k`) + δy. Having each of the electrons within a Landau
level move up by one step is equivalent to having a single
electron move from the lowest value of x2 (namely 0,
to very good approximation) to the highest value of x2

(namely L2). So if ν ∈ Z is the number of filled Landau
levels, the overall effect of increasing Φ from 0 to Φ0 is to
move ν electrons a distance L2. This increases the energy
of the system by

∆E = νeEL2. (22)

But the increase in the energy can be related to the
current via (6). Using the Feynman-Hellmann theorem,
we have (in the ground state)

〈Ĵ1〉 = − c

L2

∂

∂Φ
〈Ĥ(Φ, 0)〉. (23)

Now ∂
∂Φ 〈

Ĥ(Φ,0)
∂Φ 〉 is the sum over the filled states of the

derivatives of the En,k with respect to Φ, and these deriva-
tives are independent of Φ. Hence integrating (23) from
Φ = 0 to Φ = Φ0 and using (22) yields

〈Ĵ1〉Φ0 = − c

L2
∆E = −ecνE. (24)

2 We are ignoring spin, on the basis that the magnetic field would
induce a Zeeman splitting between the spin-up and spin-down
versions of the Landau levels, which would be enough for the
same analysis to go through in the presence of spin. See [8, p.
19] for more on this.
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Recalling that Φ0 = hc
e we obtain the relation

〈Ĵ1〉 = −e
2

h
νE, (25)

Thus the Hall conductivity in the ground state, σ12 =
〈Ĵ1〉
E , is an integer multiple of e2

h , with the integer being
interpreted as the negative of the number of filled Landau
levels.

V. IMPURITIES AND EDGE STATES

The above calculations were based on our ability to

exactly analyze the specific Hamiltonian Ĥ
(r)
Φ from (8).

However a real-world quantum Hall system should be
expected to involve a less symmetric Hamiltonian due to
impurities in the material and other features; the experi-
mental fact is that the quantization of the Hall conduc-
tance still holds with high precision in such a system. Let
us briefly describe, following [5],[6],[8, Section 2.2.2], how
Laughlin’s argument is robust to such issues.

We continue here to assume that the electrons are
non-interacting, so that it suffices to add an additional
potential term Vpert(x1, x2) to the one-particle Hamilto-

nian Ĥ
(r)
Φ . We assume that this perturbation vanishes

near the edges of our ring (where x2 is close to either
0 or L2). Since the eigenstates eikx1φ(x2) with energy
En,k that were found in the previous section have their x2

coordinates localized near the value y(k), in the case that
y(k) is close to 0 or L2 (i.e. for k near 0 or near the max-
imal allowed value eBL2

~c ) the eigenstate with energy En,k
will survive the addition of the new potential Vpert. Thus
the “edge states” representing electrons near the edges of
the ring behave just as in the previous section, with the
adiabatic variation of the flux from 0 to Φ0 resulting in
an electron in the nth Landau level moving from a state
with k = k` to a state with k = k`+1.

In the absence of additional information about the
potential term Vpert we cannot expect to make precise
statements about the electrons that are not near the edges
of the ring. Because Vpert depends on x1, not just on x2,
these electrons will almost certainly not have wavefunc-
tions of the form eikx1φ(x2) as in the previous section. In
many cases the wavefunctions will be localized in both the
x1 and x2 directions; other states will continue to be ex-
tended in the sense that they are nonzero at x1 values that
go all the way around the ring. Localized and extended
states behave differently under the adiabatic variation
of Φ: if a state ψ(x1, x2) is localized and thus vanishes
for x1 outside some interval of length less than L1, then
there is no problem in applying the gauge transformation

ψ(x1, x2) 7→ e
ieΦ
L1~cx1ψ(x1, x2) for any choice of the flux Φ,

not just those Φ which are integer multiples of the quan-
tum of flux Φ0. Consequently under adiabatic variation
of Φ an electron in a localized state ψ(x, y) has its wave
function simply multiplied by a phase, without changing
its energy. On the other hand electrons in extended states

can see their state change as a result of the change in Φ
from 0 to Φ0, as we have already seen.

Putting this together, at least if Vpert is small enough so
that the previous Landau levels do not collide with each
other under the perturbation, we obtain the following
picture of what happens in each Landau level as a result
of Laughlin’s flux threading thought experiment. Some of
the states in the Landau level will likely be localized, and
as just discussed these will only be multiplied by a phase.
Others will be extended, including the edge states that
act just as in the previous section. Whatever happens to
the extended states in general, electrons in the edge states
must each move up one step, which just as in the previous
section forces the net effect of the adiabatic variation to
be to move an electron from the bottom of the strip to
the top.

Thus just as in the unperturbed case increasing Φ from
0 to Φ0 will result in the transfer of ν electrons upward
by a distance L2, where ν is the number of filled Landau
levels. Since Vpert is assumed to vanish near the edges of
the ring, so that the potential energy near the edges is
still eEx2, this again increases the energy of the system
by νeEL2. Since (6) again implies3 that this change

in energy is also equal to −L2

c 〈Ĵ1〉Φ0 = −L2h
e 〈Ĵ1〉, the

relation 〈Ĵ1〉 = −ν e2h E follows just as in the previous
section.

In fact, as noted in [6, p. 868], Laughlin’s flux threading
argument is more compelling in the presence of impurities
that cause Vpert to be nonzero than it is in the simpler case
described in the previous section. One of the assumptions
made therein was that the Fermi energy—in this context,
the Nth-lowest energy in the spectrum of the one-particle

Hamiltonian Ĥ
(r)
Φ —lies between two Landau levels, so

that (at low temperature) all Landau levels are either
completely filled or empty. This amounts to assuming
that the number N of electrons is an integer multiple
of the (large) number eBL1L2

hc of states per Landau level,
and there is no particular reason for this to be true, even
approximately.

On the other hand in the perturbed case, where there
are both localized states and extended states, since the
localized states are unaffected by the variation in Φ our
argument only depended on all of the extended states
in the first ν Landau levels being occupied. If the per-
turbation is moderately large, the extended states will
have energies relatively close to the original En,k, while
the energies of the localized states will typically spread
somewhat further, as indicated in Figure 3. This makes it
significantly more reasonable to suppose that the Fermi
energy is in the required location—the Fermi energy just

3 There is a slight additional assumption being made here, namely
that 〈Ĵ1〉 is independent of Φ (in the unperturbed case this could
be seen by direct inspection of the exact solution). Without this
assumption, what the argument here shows is that the average

value of 〈Ĵ1〉 over all possible fluxes is −ν e2
h
E.
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ℰ0,0 ℰ1,0 ℰ2,0 EF ℰ3,0

Figure 3. A possible density of states in the presence of a
perturbation Vpert, with extended states shown in orange and
localized states in blue. The flux-threading argument depends
on the Fermi energy EF lying between two successive orange
regions.

needs to be in the gap between the energy regions occu-
pied by extended states in successive Landau levels, but
it can be equal to the energy of a localized state.

VI. THE QUANTUM HALL EFFECT AND THE
BERRY PHASE

In this final section, which is based on [1], we give a
somewhat different explanation for the quantization of the
Hall conductance, exhibiting its connection to topology
via the adiabatic theorem and Berry curvature. Unlike
in the previous sections we will regard both coordinates
x1 and x2 as periodic (so that our Hall conductor is
topologically a torus). This allows for the possibility
of introducing two independent fluxes Φ1 and Φ2, one
threaded through the x1 circle and the other through
the x2 circle. We consider rather general Hamiltonians
having the basic form Ĥ(Φ1,Φ2) as in (2); in particular
in contrast to the previous two sections the potential
energy V is permitted to have terms involving interactions
between the separate electrons. Because of the periodicity
of both x1 and x2, for both j = 1, 2 multiplication by

e2πi
∑
r x

(r)
j /Lj gives a gauge symmetry that identifies the

version of the system with Φj = 0 with the version of the

system with Φj = Φ0 = hc
e .

Another contrast to the previous two sections is that
instead of incorporating the electric field Ex̂2 into the
potential energy4 we will incorporate it by making the
flux Φ2 time-dependent:

Φ2 = −EcL2t (26)

4 Note that the usual potential term eEx2 lacks the required peri-
odicity, so could not be used in the present context.

so that the velocity operator in (1) is

v̂
(r)
2 =

1

m∗

(
~
i

∂

∂x
(r)
2

+
e

c
A2(x

(r)
1 , x

(r)
2 )− eEt

)
. (27)

Thus our Hamiltonian Ĥ(Φ1,Φ2) = Ĥ(Φ1,−EcL2t) is
time-dependent. As before, E is assumed to be small
and thus the time-dependence of our Hamiltonian will be
small enough to justify appeal to the adiabatic theorem.

We will suppose there to be a non-degenerate normal-
ized ground state |0Φ1Φ2〉, depending smoothly on Φ1

and on Φ2 = −EcL2t, for each of the time-independent
Hamiltonians Ĥ(Φ1,Φ2). According to the adiabatic the-
orem, we can (and do) choose the phases for these ground
states such that, to good approximation5, as the sec-
ond flux parameter Φ2 varies with Φ1 held fixed these
states satisfy the time-dependent Schrödinger equation
i~ ∂
∂t |0Φ1,−EcL2t〉 = H(Φ1,−EcL2t)|0Φ1,−EcL2t〉. Thus,

under this approximation which we henceforth assume to
be exact, we have by the chain rule

Ĥ(Φ1,Φ2)|0Φ1Φ2
〉 = −i~cL2E

∣∣∣∣
∂0Φ1Φ2

∂Φ2

〉
. (28)

The current density appearing in the quantum Hall
effect is the expectation value of Ĵ1 in this ground state.
In view of (6) computing this current density is equivalent

to computing the expectation value of ∂Ĥ(Φ1,Φ2)
∂Φ1

. We
find:
〈

0Φ1Φ2

∣∣∣∣∣
∂Ĥ(Φ1,Φ2)

∂Φ1

∣∣∣∣∣ 0Φ1Φ2

〉

=

〈
0Φ1Φ2

∣∣∣∣
∂

∂Φ1

(
Ĥ(Φ1,Φ2)|0Φ1Φ2〉

)〉

−
〈

0Φ1Φ2

∣∣∣∣Ĥ(Φ1,Φ2)

∣∣∣∣
∂0Φ1Φ2

∂Φ1

〉
(29)

= −i~cL2E

(〈
0Φ1Φ2

∣∣∣∣
∂

∂Φ1

(
∂0Φ1Φ2

∂Φ2

)〉

+

〈
∂0Φ1Φ2

∂Φ2

∣∣∣∣
∂0Φ1Φ2

∂Φ1

〉)
(30)

= −i~cL2E
∂

∂Φ2

(〈
0Φ1Φ2

∣∣∣∣
∂0Φ1Φ2

∂Φ1

〉)
. (31)

Here in (29) we have used the product rule (in the form
(∂Φ1A)x = ∂Φ1(Ax)−A∂Φ1x); in (30) we have twice used
(28); and in (31) we have again used the product rule as
well as equality of mixed partials.

So by (6) we obtain that the expectation value of the
x1-component of the current in the ground state is given

5 We are sweeping quite a bit under the rug with this phrase; much
of the work done in [1] involves proving adiabatic-theorem-type
estimates with sufficient precision as to justify the steps which
appear below.
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by

〈Ĵ1〉 = ~c2E
∂

∂Φ2

(
i

〈
0Φ1Φ2

∣∣∣∣
∂0Φ1Φ2

∂Φ1

〉)
. (32)

In principle 〈Ĵ1〉 depends on the fluxes Φ1 and Φ2;
similarly to footnote 4 we will assume that it is (to good

approximation) independent thereof, in which case 〈Ĵ1〉
can be computed as the average, as Φ1,Φ2 both vary
between 0 and Φ0 = hc

e , of the right-hand side of (32):

〈Ĵ1〉 =
(
hc

e

)−2

~c2E
∫ hc/e

0

∫ hc/e

0

∂

∂Φ2

(
i

〈
0Φ1Φ2

∣∣∣∣
∂0Φ1Φ2

∂Φ1

〉)
d2Φ

(33)

=

(
1

2π

∫ Φ0

0

∫ Φ0

0

∂

∂Φ2

(
i

〈
0Φ1Φ2

∣∣∣∣
∂0Φ1Φ2

∂Φ1

〉)
d2Φ

)
e2

h
E.

(34)

Thus the statement that the Hall conductance is an integer

multiple of e2

h amounts to the statement that the above
double integral is an integer multiple of 2π.

To begin to understand why this is, we will first show
that the integral is the negative of the integral of the
Berry curvature associated with the family of ground

states |0Φ1Φ2〉. This curvature is i
(
∂A2

∂Φ1
− ∂A1

∂Φ2

)
where

the Berry connection is given by Aj =
〈

0Φ1Φ2

∣∣∣∂0Φ1Φ2

∂Φj

〉
.

The integrand in (34) is thus i∂A1

∂Φ2
. But the integral of

the other term i∂A2

∂Φ1
that appears in the Berry curvature

vanishes due to our choice of phases for the |0Φ1Φ2〉. In-
deed, if the energy of the ground state |0Φ1Φ2〉 is EΦ1Φ2 ,
then (28) yields

∂A2

∂Φ1
=

i

~cL2E

∂

∂Φ1
EΦ1,Φ2

, (35)

and, for any choice of Φ2, integrating this from Φ1 = 0
to Φ1 = Φ0 yields a constant times EΦ0,Φ2 − E0,Φ2 which
is zero because of the gauge symmetry associated with
increasing Φ1 by an amount Φ0.

So the integral in (34) is equal to

−
∫ Φ0

0

∫ Φ0

0
i
(
∂A2

∂Φ1
− ∂A1

∂Φ2

)
d2Φ. A concise, somewhat

mathematically sophisticated, explanation for why this
is 2π times an integer is that in view of the gauge
symmetry the phases over which the integral is taken
parametrize a torus with the ground states giving a
complex line bundle over the torus, and the integral
of the curvature of a connection on a complex line
bundle over a closed surface is 2π times the first Chern
number of the line bundle, which is always an integer.
However one does not need to be acquainted with the
language of the previous sentence to understand the
integrality in this case. Green’s theorem equates our
double integral with the line integral −i

∮
C
A · dr of the

Berry connection over the perimeter C of the square.
Now ei

∮
C
A·dr has the following geometric significance:

it is the phase that the state |000〉 is multiplied by as
a result of being adiabatically transported around the
perimeter of the square [0,Φ0] × [0,Φ0]. Since addition
of Φ0 either to Φ1 or to Φ2 is a gauge symmetry of the
system, up to gauge transformations that we suppress
from the notation the adiabatic transport along each
of the four sides C1, C2, C3, C4 of the square will return
|000〉 to a multiple of itself; let us write eiγj for the phase
by which |000〉 is multiplied upon adiabatic transport

along Cj , so ei
∮
C
A·dr = eiγ1eiγ2eiγ3eiγ4 . But again due

to the gauge symmetry, the adiabatic transports along
opposite edges of the square will be inverses to each
other (since opposite edges represent the same curve
but with opposite orientation). Thus eiγ1 = e−iγ3 and
eiγ2 = e−iγ4 , whence finally

ei
∮
C
A·dr = 1. (36)

Thus
∮
C
A · dr is indeed an integer multiple of 2π, as

therefore is the integral in (34). This confirms that the

Hall conductivity is an integer multiple of e2

h .
We have thus explained the quantization of the Hall

conductance—at least averaged over all possible fluxes—
on quite general grounds, relying on little more than
the assumption that the ground state is non-degenerate
for all choices of the fluxes. By contrast the fractional
quantum Hall effect, which lies beyond the scope of this
paper, arises in certain settings where the ground state is
degenerate, see [8, Section 3.2.4].

[1] J. E. Avron, R. Seiler, and L. G. Yaffe. Comm. Math. Phys.
110, 33 (1987).

[2] E. Hall, Amer. J. Math. 2, 287 (1879).
[3] K. V. Klitzing, Phys. Rev. Lett. 122, 200001 (2019).
[4] K. V. Klitzing, G. Dorda, and M. Pepper, Phys. Rev. Lett.

45, 494 (1980).

[5] R. B. Laughlin, Phys. Rev. B 23, 5632 (1981).
[6] R. B. Laughlin, Rev. Mod. Phys. 71, 863 (1999).
[7] D. J. Thouless, M. Kohmoto, M. Nightingale, and M den

Nijs. Phys. Rev. Lett. 49, 405 (1982).
[8] D. Tong, arXiv:1606.06687.



Introduction to Density Matrix Formalism for Solving Spin-Spin Interactions in
Nuclear Magnetic Resonance

Nilesh Goel
(Dated: June 19, 2019)

In physics, the spin-spin relaxation is the mechanism by which the transverse component of the magnetization
vector exponentially decays towards its equilibrium value in nuclear magnetic resonance (NMR). In actual
NMR experiments, we have a test tube with 1020 spins at room temperature and we cannot measure their
individual spins. Instead, suppose that two nuclear spins get close to each other and interact briefly. This
produces a time-dependent perturbation in the Hamiltonian of NMR, which leads to decrease in amplitudes
of spin states. In this paper, we will first introduce the notation of density matrices and using them, we will
study how we can solve the spin-spin interactions to get time evolution of the spin states.

I. INTRODUCTION

Quantum mechanics is a fundamental theory in physics de-
scribing nature of atomic and subatomic particles. As we
apply various quantum mechanics theories, we see that they
turn out to be perfectly correct for isolated systems and non-
ensemble particles and spin states. For real-world implica-
tions, we have to apply different approximations.

Similarly, density matrix formalism is a practical tool used
to deal with ensembles or statistical mixtures. It is just an al-
ternate representation of of a quantum state, written with ket
of the state multiplied on right by the bra of the state. Note
that this is kind of similar to a projection operator. That’s
why density matrix is also known as density operator, but we
shall follow the widely accepted terminology of density ma-
trix, with variable ρ̂ as its representation. We require this
formalism because in real-world example, isolated spins do
not exist and is in contact with its environment as well. This
affects the states of the spins and as we will learn soon, re-
duced density matrices help us in getting measurement statis-
tics of the system in interest without explicit calculations on
the environment system.

In this paper, we will study Nuclear Magnetic Resonance
and spin-spin interactions. But, even in a test tube, under
effect of a magnetic field, there are atleast 1020 spins inter-
acting with each other. The best method to deal with the
whole system is to consider affect on a single spin state due
to rest of the system taking them as an environment. For this,
we will use density matrix formalism and try to find how a
spin state in Nuclear Magnetic Resonance evolve in time due
to spin-spin interactions.

II. THE CONCEPT OF DENSITY MATRICES[4]

Let us first see how we define density matrix/operator ρ̂ for
a pure quantum state vector |ψ〉. The density matrix is given
by:

ρ̂ ≡ |ψ〉 〈ψ| . (1)

This is simply the projection operator on the state |ψ〉. If
we have basis states |ψi〉, and we have:

|ψ〉 =
∑

i

ci |ψi〉 . (2)

Then, the corresponding density matrix can be written as:

ρ̂ =
∑

i,j

cic
∗
j |ψi〉 〈ψj | . (3)

The terms here with i 6= j of the equation above are re-
ferred as interference terms and represent quantum coherence
between components of basis |psii〉. These terms are what
bring “quantumness” in the system, and have no classical
explanation. These terms are interference between different
basis states |ψi〉.

We have successfully defined the new formalism for quan-
tum state vectors, but we also need to assert the action of
operators in this formalism as well, so that we can perform
measurement on the system. For this, we will consider a Her-
mitian operator Ô and claim that:

〈Ô〉 = Tr(ρ̂Ô). (4)

where Tr(A) represents the trace of matrix A.
Note that, expectation value is a number so it is equal to

its own trace. Hence, we can prove the claim as follows:

〈Ô〉 = Tr(〈Ô〉)
= Tr(〈ψ| Ô |ψ〉)
= Tr(|ψ〉 〈ψ| Ô). (5)

⇒ 〈Ô〉 = Tr(ρ̂Ô). (6)

In eq. (5), we have used the cyclic property of trace to get
the result.

If we choose Ô = Î, we get the expected result:

Tr(ρ̂) = 1. (7)

⇒ 〈ψ| |ψ〉 = 1. (8)

Mixed States

Now, let us consider the case of mixed-state density matri-
ces. A mixed quantum state is a statistical ensemble of pure
quantum state and presents insufficient information about
system’s state i.e. the system can be in any one of the
given pure states |ψi〉, but the observer can only relate clas-
sical(statistical) probabilities pi to each of the states |ψi〉.

An example of this situation, a preparation device can be
created which prepares either of |ψ1〉 or |ψ2〉. We perform a
process in which we measure spin of an arbitrary unknown
spin quantum state, using a Stern-Gerlach experiment, and if
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spin turns out to be up |ψ1〉 is prepared and for down spin
|ψ2〉 is prepared. If the observer inquires only about states
prepared by the device, she will therefore only know that ei-
ther of |ψ1〉 or |ψ2〉. She won’t know which state has been
prepared and since, she does not know the process of prepara-
tion of state and hence, cannot predict any of the state. But,
note that the origin of these states is purely classical and the
probabilities of obtaining each state is completely determinis-
tic (0.5 each). Hence, this set of pure states of |ψ1〉 and |ψ2〉
represents a classical ensemble, named such to convey that
origin of probabilities is classical.

The example above is somewhat artificial, but this can be
easily resonated into real-world examples as well. Let us con-
sider our old pals Alice and Bob, each having a particle from
entangled pair of particles, given by:

|Ψ〉 =
|+〉A |−〉B − |−〉A |+〉B√

2
. (9)

Now, consider that Alice and Bob do not know each other
and have no way to contact each other, but if one of them
performs a measurement, he/she can inform the other using
a postal mail, but cannot inform him/her about their mea-
surement outcome. Bob is very patient and decides to wait
for a year before performing measurement on his state, but
Alice is so curious, that she measures her state immediately.
This process is known as partial measurement.

Bob receives mail from Alice informing him that she has
measured her state, but there is no information about her
measurement outcome. But, after this partial measurement
what state is left with Bob? Compare this with the previous
example. If Alice gets |+〉 as outcome, a hypothetical prepa-
ration device creates state |ψ1〉 = |−〉 for Bob, otherwise it
creates state |ψ2〉 = |+〉 for him. Both cases now have purely
deterministic probabilities creating a classical ensemble of |+〉
and |−〉 each with probability of 0.5. Hence, a classical en-
semble has been created. This ensemble is known as mixed
state.

Note that in principle, it is possible to backtrack each step
of mixed state-preparation procedure and as clear in the last
example, we can determine which pure state in the ensemble
has been produced. Alice might send her measurement out-
come as well, and without any measurement, Bob will realize
what his pure measurement outcome is. The probabilities to
each pure state in a mixed state simply expresses our deci-
sion to not inquire about finer details of the state preparation
system or our inability to actually follow each step of state-
preparation, so ignoring the preparation step, we actually get
deterministic probabilities of each pure state and hence, we
have a mixed state.

So, now let us see how we define density matrices for the
cases of mixed states. We have to ensure that eq. (4) remains
satisfied for the notation for mixed states as well. This is so
as to ensure that measurement procedure in complete density
matrix formalism is consistent. We claim that for a mixed
state |ψ〉 with pure states |ψi〉 having probabilities of pi, the
density matrix is given by:

ρ̂ =
∑

i

pi |ψi〉 〈ψi| . (10)

Putting this in eq. (4) we get:

Tr(ρ̂Ô) = Tr(
∑

i

pi |ψi〉 〈ψi| Ô) (11)

=
∑

i

piTr(|ψi〉 〈ψi| Ô). (12)

⇒ Tr(ρ̂Ô) =
∑

i

pi〈Ô〉|ψi〉 = 〈Ô〉|ψ〉. (13)

Hence, the action of operator can be defined in same way
as that of pure state and we have successfully generalized the
definition of a density matrix given by eq. (10). For only one
pure state, with pi = 1, eq. (10) reverts to eq. (1).

With new definition for density matrix, in the example of
Alice and Bob, we can say that Bob has density matrix given
by:

ρ̂ =
|+〉 〈+|+ |−〉 〈−|

2
(14)

=
1

2

(
1
1

)(
1 1

)
+

1

2

(
1
−1

)(
1 −1

)

=
1

2

(
1 1
1 1

)
+

1

2

(
1 −1
−1 1

)

=
1

2

(
1 0
0 1

)
=
E

2
. (15)

where E is the identity matrix.
From now on, we will use Ê as the identity operator for the

whole paper.
Now, in the next section, we will study about reduced den-

sity matrices.

III. REDUCED DENSITY MATRICES[4]

The motivation for the reduced density matrices arises from
description of a system A quantum-correlated/entangled with
another system B. The total combined system AB, in princi-
ple, might be completely known, but the observer can perform
measurements on system A only, but not on B. This occurs
when either the observer has access only to A or is interested
only in measurements of system A. So, for example when
considering interactions between many spin states, it is easier
to consider the effect on the system of single spin (i.e. system
A) due to other spins. We are interested in observing only
that spin state, and hence, reduced density matrices come
into play.

Note that since the observer has access to only system A,
then everything about state of composite system must be de-
rived only from measurements on A. The reduced density
matrix does this job by extracting all measurement statistics
of system A, and we claim that it can be defined as:

ρ̂A ≡ TrB ρ̂. (16)

Here ρ̂ is the density matrix of the composite system AB
and subscript “B” implies that the trace must be evaluated
with respect to the orthonormal basis of Hilbert Space B only.

“TrB” is called partial trace over B, and is interpreted as
tracing out degrees of freedom of the unobserved system B.
Note that since system B cannot be observed, it becomes dif-
ficult to assign a quantum state where complete description
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of the composite system can be acknowledged. Because sys-
tem B is in an environment of the system in interest, tracing
over former’s degrees of freedom results in a complete and
exhaustive description of the system. Ignoring B, quantum
state of system A might not accurately define the behaviour
of system, and hence, by tracing over B, reduced density ma-
trices are all we have to describe measurement statistics of
the system.

Now, first let’s try to verify our claim (16) and check
whether this description does indeed help us comment about
observations in system A only. For this first consider an en-
tangled state in the composite system:

|ψ〉 =
1√
2

(|a1〉 |b1〉+ |a2〉 |b2〉). (17)

where |ai〉 and |bi〉 may not be orthogonal but are normal-
ized states of A and B, respectively. The density matrix for
this state can be written as:

ρ̂ =
1

2

2∑

i,j=1

|ai〉 〈aj | ⊗ |bi〉 〈bj | . (18)

Let |φk〉 and |φl〉 represent orthornormal bases of Hilbert
spaces of A and B respectively. Since, we need to take mea-
surements only in system A, we can define an operator Ô
as:

Ô = ÔA ⊗ ÊB . (19)

where ÔA is an observable in space of A which gives us
the required measurement and ÊB is the identity operator in
space of B.

What we need now is to evaluate the expectation value of
Ô using eq. (4), hoping that we get a relation describing the
system measurements in such a way that observation is only
in space of A, we can get complete description of the whole
system. Hence, using the definition of trace, we can write:

〈Ô〉 = Tr(ρ̂Ô)

=
∑

k,l

〈φl| 〈φk| ρ̂(ÔA ⊗ ÊB) |φk〉 |φl〉 (20)

=
∑

k

〈φk| (
∑

l

〈φl| ρ̂ |φl〉)ÔA |φk〉 (21)

=
∑

k

〈φk| (TrB ρ̂)ÔA |φk〉 . (22)

⇒ 〈Ô〉 = TrA((TrB ρ̂)ÔA). (23)

Now, notice in the eq. (23), the expectation value of Ô can
be completely described in the space of A and this equation
takes up the form of eq. (4) in terms of observable in Hilbert
Space of A, such that the term TrB ρ̂ represents a density
matrix relating measurement statistic in whole system to
measurement in space of A. This was exactly what we
claimed in eq. (16) and hence, we have got a mathematical
description of reduced density matrix.

Partial Trace

In eq. (16) we defined TrB ρ̂ as partial trace of density
matrix ρ over B. Let us now see how we can evaluate this for
a system in two Hilbert spaces of two-dimensions each. For

this, note that any density matrix in the four-dimensional
composite system of AB of can be written in following form:

ρ̂ =
∑

i,j,k,l

cijkl |i〉 〈j|A ⊗ |k〉 〈l|B . (24)

where |i, j〉A and |k, l〉B represent basis vectors of A and
B, respectively.

Note that, in eq. (24), for partial trace with respect to
degree of freedoms of B, we can simply apply trace to the
part of the density matrix corresponding to space B. Hence,
we get:

TrB ρ̂ =
∑

i,j,k,l

cijkl |i〉 〈j|A ⊗ Tr(|k〉 〈l|)B (25)

∑

i,j,k,l

cijkl |i〉 〈j|A ⊗ Tr(〈l| |k〉)B (26)

∑

i,j,k,l

cijkl |i〉 〈j|A × δkl. (27)

⇒ TrB ρ̂ =
∑

i,j,k,k

cijkk |i〉 〈j|A . (28)

Thus, we can use eq. (28) to calculate partial trace. In
terms of elements of the density matrix we can write:

ρ̂ =




a11,11 a11,12 a12,11 a12,12

a11,21 a11,22 a12,21 a12,22

a21,11 a21,12 a22,11 a22,12

a21,21 a21,22 a22,21 a22,22.


 (29)

Now, using eq. (28), we can write the partial trace as:

ρ̂A = TrB ρ̂

=



a11,11 + a11,22 a12,11 + a12,22

a21,11 + a21,22 a22,11 + a22,22


 . (30)

This is thus a reduced density matrix in two-dimensional
space of A.

IV. NUCLEAR MAGNETIC RESONANCE [1]

Let us now introduce the theory of Nuclear Magnetic Reso-
nance. It is a phenomenon where spins are kept in a rotating
magnetic field.

Here, we have spins in a time-dependent magnetic field
given by:

B(t) = B0z +B1(xcosωt− ysinωt), B0 >> B1. (31)

This results in spin Hamiltonian given by:

HS(t) = −γ(B0Ŝz +B1(cosωtŜx − ysinωtŜy)). (32)

Solving this Hamiltonian(see Appendix A), we get time
evolution of a state as follows:

|Ψ, t〉 = e
iωtŜz
h̄ e

iγ(BR·S)t
h̄ |Ψ, 0〉 . (33)

with : BR = B1x +B0(1− ω

Ω
)z. (34)
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Here, we will consider a special case where:

ω = Ω. (35)

⇒ BR = B1x. (36)

In such case, in eq. (33), the rightmost exponential be-
comes responsible for spin precession about x-axis. This re-
sults in movement of spin towards y-axis with angular veloc-
ity ω1 = γB1. The effect of other exponential is rotating spin
about z-axis with angular velocity ω = Ω = γB0, and since,
B0 >> B1, rotation about z-axis will be much faster than ro-
tation about x-axis. Hence, tip of the spin can be visualized
as performing spiral on surface of a sphere.

What we now do, is time the rotating frequency magnetic
to a time T , so as to get:

ω1T =
π

2
. (37)

After time T , we will switch off the rotating field and only
B0z will remain switched on. The result of eq. (37) is that
after time T , the state will point along y-axis (Initially, it
pointed towards z-axis). Now, if we switch off the rotating
field, only rotation about z-axis will occur, and the spin will
effectively continue to rotate in x− y plane only.

We will use this system of π
2

pulse in NMR to describe
rest of our problem as in the next section, where we will also
consider perturbations due to spin-spin interactions.

V. SPIN-SPIN INTERACTIONS

In real-life examples or even in laboratory experiments, it
is impossible to isolate a single spin and put it in a magnetic
field. So, it becomes imperative that we also consider how
spin states will evolve in presence of other spins.

We will assume that spins interact only with external
magnetic field and each other and there are no collisions
with surroundings and no other interactions. First, we will
consider only two spins.

Consider the following situation:

Let the spins that are present be named I and S. Initially,
they are put in magnetic field aligned along z-axis i.e. B0ẑ
and are allowed to come to rest from t=−∞ to t=0. Hence,
at t=0, both the spins get aligned in z-direction. Then we will
apply a π

2
pulse on the system, after which it will be turned

off and only B0ẑ field will exist for last period. Hence, spins
will rotate about z-axis in x − y plane. Now the interaction
between the two spins is given by[2]:

∂H = bh̄Ŝz ⊗ Îz. (38)

In the eq. (38), b is very very small. In general, b <<
BR, hence during the period of the π

2
pulse, this spin-spin

interaction can be ignored and can be considered its effect
after both spins reach x− y plane.

Let us now consider the period after rotating field is turned
off. Note that magnetic field along z-axis is still on. Hence,
we have the Hamiltonian as:

H = h̄(ΩSŜz ⊗ Ê + Ê ⊗ ΩI Îz + bŜz ⊗ Îz), (39)

where : Ωn = γnB0;n = I, S.

Note that the Hamiltonian is time-independent, so taking
the initial density operator to be ρ̂(0), we can write the time
evolution as:

ρ̂(t) = e−i(ΩI Îz+ΩS Ŝz+bŜz Îz)t ˆρ(0)

× ei(ΩI Îz+ΩS Ŝz+bŜz Îz)t. (40)

To solve eq. (40), we will simply follow the following

steps[3]:

eitΩS Ŝz⊗Ê =

(
eiΩSt 0

0 e−iΩSt

)
⊗
(

1 0
0 1

)

=




eiΩSt 0 0 0
0 eiΩSt 0 0
0 0 e−iΩSt 0
0 0 0 e−iΩSt


 . (41)

eitÊ⊗ΩI Îz =

(
1 0
0 1

)
⊗
(
eiΩI t 0

0 e−iΩI t

)

=




eiΩI t 0 0 0
0 e−iΩI t 0 0
0 0 eiΩI t 0
0 0 0 e−iΩI t


 . (42)

Ŝz ⊗ Îz =

(
1 0
0 −1

)
⊗
(

1 0
0 −1

)

=




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1


 . (43)

⇒ (Ŝz Îz)
2n = Ê. (44)

Now, expand the exponential eibtŜz Îz and group together
odd and even powers and apply eq. (44), to get:

eibtŜz Îz = Ê(1− b2t2

2!
+
b4t4

4!
+ ...)

+iŜz Îz(bt− b3t3

3!
+
b5t5

5!
+ ...)

= Êcos(bt) + iŜz Îzsin(bt). (45)

⇒ eibtŜz Îz =




eibt 0 0 0
0 e−ibt 0 0
0 0 e−ibt 0
0 0 0 eibt


 . (46)

Now, we will also need ρ̂(0) in eq. (40). Note that spin-spin
interactions are ignored for rotating field period. Hence, a π

2
pulse will simply rotate spins from initially aligned towards
z-axis to aligned towards y-axis. This can also be obtained
by applying rotation operator on density operator of state
aligned along z axis for t = π

2
(see detailed calculation in Ap-

pendix B) and hence, we get:

ρ̂(0) = −ΩSŜy ⊗ Ê − ΩIÊÎy

=




0 iΩI iΩS 0
−iΩI 0 0 iΩS
−iΩS 0 0 iΩI

0 −iΩS −iΩI 0


 . (47)
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For flexibility in calculations, let term corresponding to spin
state Ŝy be multiplied with a constant k. We can later put
k = 1.

ρ̂(0) = −kΩSŜy ⊗ Ê − ΩIÊÎy

=




0 iΩI ikΩS 0
−iΩI 0 0 ikΩS
−ikΩS 0 0 iΩI

0 −ikΩS −iΩI 0


 . (48)

Now, use eq.’s (41), (42), (46) and (48) can be used to solve
eq. (40), and we get final time evolved state as follows:

e
i(ΩI Îz+ΩSŜz+bŜzÎz)t

=




ei(ΩI+ΩS+b)t 0 0 0

0 ei(−ΩI+ΩS−b)t 0 0

0 0 ei(ΩI−ΩS−b)t 0

0 0 0 ei(−ΩI−ΩS+b)t



.

(49)

⇒ Evaluating :

ρ̂(t) =

i

2




0 ΩIe
−2i(ΩI+b)t kΩSe

−2i(ΩS+b)t 0

−ΩIe
2i(ΩI+b)t 0 0 kΩSe

−2i(ΩS−b)t

−kΩSe
2i(ΩS+b)t 0 0 ΩIe

−2i(ΩI−b)t

0 −kΩSe
2i(ΩS−b)t −ΩIe

2i(ΩI−b)t 0




(50)

Eq. (50) gives us four-dimensional density matrix for two
spin state system. But in real world situations, NMR spec-
troscopy has spins of order of 1020, resulting in density matrix
of 1040 dimensions. To apply observables on the whole sys-
tem and attempting to evaluate the whole system is not only
tedious and meaningless, but also it becomes very difficult to
track all spins together. But, if we take ΩI = ΩS and no-
tice that all the spins are identical and will behave more or
less similar manner, we realize that observation on single spin
can be more or less generalized to the whole system. That’s
where the reduced density matrices come into play. First, we
consider only interactions between 2 spins out which we are
attempting observation on single one. To get reduced density
matrix in the space of spin S, we will apply eq. (30) on the
density matrix of eq. (50). The reduced density matrix we
get is:

ρ̂(t) =

iΩS ×




0 ke−2iΩStcos(2bt)

−ke2iΩStcos(2bt) 0


 . (51)

Also, remember that ρ̂(0) in spin system S was given by

−ikΩSŜy.

ρ̂(0) = −kΩS

(
0 −i
i 0

)
. (52)

Now, note that we can write eq. (51) in another way, as
follows:

ρ̂(t) = kΩScos(2bt)

(
0 icos(2ΩSt)

−icos(2ΩSt) 0

)

+ kΩScos(2bt)

(
0 sin(2ΩSt)

sin(2ΩSt) 0

)
. (53)

⇒ ρ̂(t) = kΩScos(2bt)×
(−cos(2ΩSt)Ŝy + sin(2ΩSt)Ŝx). (54)

Observe the eq. (54), the term in the bracket clearly repre-

sents rotation of spin S in x− y plane with ρ̂(t = 0) − Ŝy as
expected. This rotation of the spin is due to external magnetic
field along z-axis. But, there is another factor in multiplica-
tion, namely cos(2bt), which is just affecting the amplitude of
rotating spin. This results in oscillation of amplitude of the
spin with frequency 2b. The maximum value this can take
is 1. But, we know that smaller the frequency, greater will
be spread of the cosine function horizontally(because wave-
length is large), and since b is very very small, the spread of
oscillation of amplitude of the spin is very large, so even one
complete oscillation takes much more time than the duration
of interest.

The cos(2bt) term is influenced by spin-interaction and
hence, is decreasing spin polarization of the spin S. But,
note that spin state S is in influence of not only spin I, but
is actually influenced by many other (about 1020) spins as
well. Here, k plays an important role. Since in both eq.’s
(52) and (54), the constant k does not get affected and re-
mains in product form throughout, we can simply perform
procedure leading to eq. () on the final reduced density ma-
trix using a third spin, then a fourth spin...and so on. The net
result will be that phase factor(as in eq. (51)) simply implies
spin-rotation and cos(2bt) factor gets multiplied continuously,
to give oscillation of spin amplitude in eq. (54) of the order
cosn(2bt) for interactions with n spins, where n is very large.

Now, note that as power of cos(2bt) is increased, the width
of the function starts decreasing, and hence, for large values
of n, the width becomes very small as compared to the
wavelength of the function(because of small b, wavelength
itself is very large). Hence, much before second oscillation of
amplitude of the spin starts, its amplitude becomes negligible.
This happens to all spins, and each spin loses its amplitude
completely. Hence, spin-spin interactions will be lost and b
will tend to zero. Thus, with time, strength of oscillation of
amplitude due to b will decrease and instead of coming back
up for second oscillation, the spin amplitudes remain negli-
gible. This decay of amplitude is characterized by dephasing
time T2, used to signify the time taken for this decay to occur.

Since, we are talking about spin polarization in x−y plane,
which is the cause of transverse magnetization in a system,
dephasing time is also referred to as time taken by a system to
lose its transverse magnetization. The process of spin losing
its polarization due to interactions between spins is known as
spin-spin relaxation or T2-relaxation. This process is very im-
portant in Magnetic Resonance Imaging. The human body
is mostly composed of water molecules. MRI machine first
creates a large magnetic field along axis of machine(call it z-
axis). After sometime, when all water molecular spins can be
safely assumed to be lying along axis of machine, a pi

2
pulse

is applied to get spins to rotate in x−y plane. These rotating
dipoles create a magnetic field(due to transverse magnetiza-
tion). This signal due to transverse magnetization, decays
with time, dephasing time T2. Since, greater the number of
spins, greater the spin interactions, lesser will be dephasing
time and hence, a weighted image of T2 can help doctors to
detect abnormal fluid accumulations.
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FIG. 1: cos(x)

FIG. 2: cos1000(x)
Note that in cosnx, when n is increased, the width of the plot has
decreased. For n = 1000, majority of the value of the function has
been restricted inside 0.1, much less than whole range of π. For

even greater n, the width will decrease even more.

VI. CONCLUSION

Henceforth, in this paper, we have introduced density ma-
trix formalism and have discussed its special case, namely re-
duced density matrices. We then described time evolution of
unperturbed Nuclear Magnetic Resonance, introduced Hamil-
tonian due to spin-spin interactions and using density matrix
formalism solved the time evolution of a spin state.

In conclusion, we saw that, once the rotating magnetic field
was switched off, while in absence of spin-spin interactions,
the spins should have just kept on rotating about z-axis with-
out any loss of amplitudes. But, due to interactions between
the spins, they will start losing their amplitudes and trans-
verse magnetization(which arises due to spin in x − y plane)
goes off to zero after a certain time known as dephasing time,
T2.

VII. APPENDIX

A. Solving Unperturbed NMR Hamiltonian[1]

Let us try to solve the Unperturbed NMR Hamiltonian.
In Nuclear Magnetic Resonance, we have spins in a time-
dependent magnetic field given by:

B(t) = B0z +B1(xcosωt− ysinωt), B0 >> B1. (55)

This results in spin Hamiltonian given by:

HS(t) = −γ(B0Ŝz +B1(cosωtŜx − ysinωtŜy)). (56)

Note that this is a non-trivial time evolution problem be-
cause Hamiltonian at different times does not commute. To
simplify this problem, we consider a frame of reference rotat-
ing with angular velocity ω about the z axis. This is generated
by unitary transformation U as follows:

U(t) = exp(− iωtŜz
h̄

). (57)

This results in rotating frame Hamiltonian as given by:

HU = ωŜz. (58)

And, we can define a state |ψR, t〉 in the new rotating frame
as given by:

|ΨR, t〉 = U(t) |Ψ, t〉 . (59)

But, performing time evolution for |ψ, t〉 using the unitary
operator US which is associated with HS , we get:

|ΨR, t〉 = U(t)US(t) |Ψ, 0〉 . (60)

Clearly then U(t)US(t) is the net unitary operator for the
rotating frame of reference which can be used to calculate the
net Hamiltonian, remembering that the the Hamiltonian is
given by ih̄(∂tU)U†. Therefore, we get:

HR = ih̄∂t(UUS)U†SU† (61)

= ih̄∂t(U)U† + Uih̄∂t(US)U†SU†. (62)

HR = HU + UHSU†. (63)

This HR turns out to be time-independent and after insert-
ing HS and U in eq. (63), we get:

HR = (−γB0 + ω)Ŝz

− γB1e
− iωtŜz

h̄ (cosωtŜx − sinωtŜy)e
iωtŜz
h̄ . (64)

Let :

HR = (−γB0 + ω)Ŝz − γB1M̂(t). (65)
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Finding M̂(t) from eq.’s (64) and (65) and calculating its
time derivative, we get:

∂tM̂ = e−
iωtŜz
h̄ (− iω

h̄
[Ŝz, cosωtŜx − sinωtŜy]

+(−ωsinωtŜx − ωcosωtŜy))e
iωtŜz
h̄

= e−
iωtŜz
h̄ (ωcosωtŜy + ωsinωtŜx

−ωsinωtŜx − ωcosωtŜy)e
iωtŜz
h̄ . (66)

⇒ ∂tM̂ = 0. (67)

Hence, we observe that M̂(t) is actually constant in time.

So, to get its value at all times, we can simply put M̂(t = 0),

i.e. Ŝx, in eq. (65), to get:

HR = (−γB0 + ω)Ŝz − γB1Ŝx. (68)

H = −γ[B0(1− ω

Ω
)Ŝz +B1Ŝx], (69)

where : Ω = γB0, (70)

Hence : HR = −γBR · S, (71)

with : BR = B1x +B0(1− ω

Ω
)z. (72)

Note that HR is time-independent Hamiltonian, so it is
easy to write its unitary operator US(t), for time evolution
of |ΨR, t〉 and then using eq.’s (57), (59) and (60), we can
write full solution of state as:

|Ψ, t〉 = e
iωtŜz
h̄ e

iγ(BR·S)t
h̄ |ΨR, 0〉 . (73)

At t = 0, |ΨR, 0〉 = |Ψ, 0〉.
And hence, finally we get:

|Ψ, t〉 = e
iωtŜz
h̄ e

iγ(BR·S)t
h̄ |Ψ, 0〉 . (74)

This is our final time-evolved state.

B. Action of Rotation Operator on Sz
[3]

Here, we will apply rotation operator(about x-axis) on den-
sity matrix notation of states aligned in z-direction. In single
Hilbert Space, we have:

R̂x(θ) =

(
cos(θ/2) −isin(θ/2)
−isin(θ/2) cos(θ/2)

)
. (75)

For θ = π
2

, we get:

R̂x(
π

2
) =

1√
2

(
1 −i
−i 1

)
. (76)

For a density operator given by Ŝz:

Ŝz =

(
1 0
0 −1

)
. (77)

The rotation operator will act on spin state as follows:

R̂x(
π

2
)ŜzR̂

†
x(
π

2
) =

1

2

(
1 −i
−i 1

)(
1 0
0 −1

)(
1 i
i 1

)
. (78)

⇒ R̂x(
π

2
)ŜzR̂

†
x(
π

2
) =

(
0 i
−i 0

)
= −Ŝy. (79)

Hence, rotation about x-axis by π
2

of spin along z-axis,
results in a spin pointing in negative-y axis.

Thus, initially, if rotating field is applied to Ŝz for a π
2

pulse, we get −Ŝy, which we used in eq. (47).
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An introduction to the Landauer-Büttiker formalism of the steady state mesoscopic coherent
(dissipationless) quantum transport is developed in this manuscript.

I. Introduction

During the last decades there have been a whole series
of solid state phenomena, predominantly appearing in
low-dimensional objects, which clearly pointed towards
the need of treating the electric current carriers as waves
propagating through a solid, instead of viewing them as
particles subject to the laws of the Newtonian mechan-
ics. Such an approach naturally then raises the issue
of the conditions under which the wave nature of the
current carriers can conclusively be manifested, where it
turns out that in order to answer such questions, it is
far more efficient to focus on factors that could suppress
the wave nature (which is always there according to the
wave-particle duality principle). Loosely speaking, that
could be any event that could scramble or randomize
the phase of the wavefunction of a carrier, thus annihi-
lating the potentiality of any kind of interference effects
which presuppose phase coherence, but let us be slightly
more detailed on that. Systematic study has shown that
there are two main factors that can suppress quantum
mechanical effects in transport phenomena, the first one
being any phase-breaking scattering processes, and the
second one being the temperature [1]. Typical phase-
breaking scattering processes are inelastic collisions where
a carrier exchanges energy with a scatterer (which can
change its internal state), or, elastic collisions where the
states of the carrier and the scatterer are modified without
necessarily any energy exchange at the same time (e.g.
spin-dependent scattering from a magnetic impurity). As
for the second factor, at any finite temperature T , due to
thermal effects, there is an uncertainty in the energy of
a carrier roughly of the order of kBT (kB denoting the
Boltzmann constant), which in turn entails an uncertainty
in the phase shift accumulated during the motion of the
carrier, and if the latter exceeds the value of ∼ π, then
the carrier’s phase is effectively uncertain and we do not
expect to observe clear-cut interference effects. Therefore,
as a rule of thumb it can be said that small device dimen-
sion (with respect to an average distance traversed from
one phase breaking scattering event to another) which is
expected to restrict the frequency of the phase-breaking
scattering processes, in conjunction with low temperature,
are conducive to the observation of quantum mechani-
cal effects in transport phenomena, which are a defining
feature of the so-called mesoscopic carrier transport.

The idea that the current through low-dimensional
objects can be directly related to their scattering
properties was first formulated as early as 1957 by Rolf
Landauer, and was subsequently refined by Markus
Büttiker (1986), leading to what is nowadays called the
”scattering approach to quantum transport” (or else
the so-called Landauer-Büttiker formalism) [2]. The
Landauer-Büttiker formalism is a rather general formal-
ism that can treat any kind of non-interacting transport
(either truly non-interacting or effectively non-interacting,

in the spirit of some mean field theory approach to the
carriers), concomitant with any kind of interference
effects. The key steps of the aforementioned formalism
boil down to identifying the scattering states inside the
leads (we come back to this concept in the following
section), defining the so-called ”scattering matrix” that
connects the amplitudes of the aforementioned scattering
states via a scattering region of interest, and connecting
the properties of the aforementioned scattering states
to the current flowing through the scattering region
of interest. The rest of this work consists of a more
detailed presentation of the steps delineated above,
setting completely aside any complications related
to the interactions of the current carriers with their
surroundings (that could be other carriers as well).

II. Quantum junction model and identification of
available transport channels

In this section, we are going to enter the territory of the
very complex domain of out-of-equilibrium phenomena,
and in order to reduce the complexity of the problem we
immediately focus on steady state situations of ”meso-
scopic quantum transport”. Saying so, it is now well
understood that a good starting point for approaching
the aforementioned effect, is the so-called quantum junc-
tion model, to be elaborated in the following.

Figure 1. (Color online) Set-up consisting of four reservoirs
with specified temperatures and chemical potentials, all con-
nected to a scattering region in the center, via semi-infinite
ideal leads. Picture borrowed (and modified) from Ref.[2].

To begin with, let us consider a number of non-magnetic
reservoirs, connected to a central scattering region, via
semi-infinite ideal leads, as depicted in Fig.1. The reser-
voirs act as very large, constant sources of carriers, always
assumed in thermal equilibrium, as a result of which their
state is sufficiently defined by specifying their chemical
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potential and their temperature (the reservoirs by def-
inition can accommodate a whole lot of carrier states
that form a wide continuum). It is further presumed
that all the carriers that end up to some reservoir are
completely thermalized via a series of inelastic scattering
events happening there, and therefore, any phase infor-
mation that was carried by them before entering that
particular reservoir is completely lost within there. Of
course, for this to happen, any carrier heading towards
a particular reservoir should never suffer any kind of re-
flection during the transit from the lead to the reservoir
at issue, and on top of that, spend a reasonable amount
of time in the reservoir at issue before exiting it. Saying
so, any carriers leaving a reservoir are supposed to have a
completely randomized phase (and spin since we assumed
non-magnetic reservoirs), and hopefully no memory of
what was going on at previous times, as a result of which,
their energy distribution can be adequately described by
the Fermi distribution function f(E,µα, Tα), with µα, Tα
denoting the chemical potential and the temperature of
the α-th reservoir (from where the carrier emerged). Fur-
thermore, the leads act as quantum waveguides for the
carriers leaving the reservoirs and are further assumed
to have a well-defined mode structure (we come back to
this detail in a little while). On top of that, they are
presumed semi-infinite and completely free of any kind
of disorder, as a consequence of which, any carrier en-
tering them shouldn’t ever suffer any scattering (while
traversing them) towards either the central scattering
region or the reservoir to which the lead is connected.
Finally, the central scattering region could be something
as simple as one tunnel barrier or a bunch of random
δ-function like elastic scatterers, or, as complex as an
interacting non-equilibrium molecule. For simplicity, the
scattering region will be viewed as a continuum medium,
whose effect on the carriers traversing it, can adequately
be described by some potential function U(r) (disorder
ascribed to random δ-function like elastic scatterers can
directly be superposed onto the background continuous
potential U(r)). Concluding this paragraph, it should be
mentioned that the requirement of semi-infinite leads is
necessary for two reasons: In the first place, the boundary
of any reservoir is presumably far enough from the central
scattering region, which is a highly non-equilibrium region
(otherwise the assumptions about the carriers entering
to or exiting from a reservoir might be in jeopardy). In
the second place, if the reservoirs are sufficiently far from
the scattering region, they are sufficiently far from each
other as well, as a result of which there is no kind of
interaction (directly via tunneling or indirectly via the
scattering region) among them.

Next, we turn our attention to the identification of the
so-called available transport channels (of a lead), and we
attempt to illustrate the concept via the simplest possible
example. As already stated, in an ideal semi-infinite lead
(by definition) there are no sources of scattering, and to be
more precise, we want to preclude any factor that could act
as a source of scattering from one transport channel of a
lead to another transport channel of that same lead (such
an effect could for instance be triggered by the geometry of
the lead, in the absence of any impurity-driven scattering
processes). Therefore, all the available transport channels
of a lead are assumed completely independent of each

other (in the sense that if a carrier exiting a reservoir is
fed to one of the transport channels of the accompanying
lead, there is nothing within the lead to perturb the
carrier), and only the interaction of a carrier with the
central scattering region could kick it off its (lead-related)
transport channel prior to approaching the scattering
region. Lastly, the motion of any carrier within an ideal
lead is for simplicity presumed effectively one-dimensional,
along the lead’s greatest dimension. Keeping all this in
mind, a very simple (ideal) lead geometry that meets the
aforementioned requirements, is the semi-infinite lead of
constant cross-section and hard wall boundaries anywhere
along its length. In such a case, the time-independent
Schrödinger equation reads as
[
− ~2

2m

(
∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2

)
+ U(x, y)

]
ΨE(x, y, z)

= EΨE(x, y, z)

(1)

where m is the effective mass of the carrier, and z the direc-
tion of its motion (i.e. the direction along the length of the
lead). Using the ansatz that ΨE(x, y, z) = φn(x, y)eiknz,
the previous equation reduces to
{
− ~2

2m

(
∂2

∂x2
+

∂2

∂y2

)
+ U(x, y)

}
φn(x, y) = Enφn(x, y)

(2)
where the discrete index n has been introduced in antic-
ipation of discrete solutions in the transverse directions
(i.e. the x and y directions) owing to the strong spatial
confinement, and further, we’ve defined that

E = En +
~2k2n
2m

(3)

where En denotes the transverse energy, whereas, the
second term is the kinetic energy along the direction
of propagation (the parameter kn could be discrete or
quasicontinuous depending on how big is the length of
the lead). As an example, for a rectangular hard wall
potential with transverse sizes Lx and Ly, the transverse
eigenenergies (also to be referred as ” transverse modes”
later on) would be

Enx,ny =
~2

2m

[(
πnx
Lx

)2

+

(
πny
Ly

)2
]
, nx, ny = 1, 2, 3, ...

(4)
Going a bit further, Eq.(3) dictates that at a given
energy E, the transverse modes that can propagate are
only those with energy En < E, since otherwise the
wavevector kn turns imaginary leading to ”evanescent”
(non-propagating) modes within the lead [1]. Even
so, not all the transverse modes that can propagate do
necessarily contribute to the transport current through a
set-up. It turns out that a transverse mode (of a lead)
can contribute to the current only if its energy En is,
additionally, lower than the Fermi energy EF of the
reservoir that feeds the carriers onto the lead at issue, but
yet the contribution to the current depends on the ther-
mal/statistical occupancy of each current-contributing
mode. For example, at very low temperatures, the
current-contributing modes of the α-th lead do essentially
originate from transverse modes that energetically lie well
below the Fermi energy of the α-th reservoir (due to the
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step-function like character of the statistical occupancy
at very low temperatures). Saying so, any transverse
modes that satisfy all of the aforementioned conditions
constitute what is usually called open transport channels,
with the rest of the modes belonging to the set of the
closed transport channels. The open and the closed
transport channels together constitute the so-called
available transport channels of a lead. Concluding this
section, for more complicated junction geometries, such
as the adiabatic junction geometry, which uses the adia-
batic approximation to solve the Schrödinger equation
(typically separated into transverse and longitudinal
contributions), the reader is referred to Ref.[3], section 7.3.

III. Scattering matrix and scattering states

Figure 2. (Color online) Set-up consisting of two reservoirs
with specified temperatures and chemical potentials (L and
R), connected to a scattering region in the center, via semi-
infinite ideal leads. Incoming and outgoing modes to/from
the scattering region, on the left and the right side of it are
represented collectively.

To begin with, let us consider the simpler set-up of
Fig.2, the reservoirs and the leads of which have all those
good properties elaborated in the previous section. If it
is so, we can then set aside any evanescent modes within
any lead to simplify the following analysis (we will come
back to this point at the end of this section), and focus
on the propagating modes of any lead only. On top of
that, the scattering region (S.R.) is assumed to extend
from z = zL to z = zR (zR > zL), it is presumed that no
recombination or generation of current carriers can take
place anywhere within the S.R., and further, it is found
convenient to categorize the available transport channels
on each side of the scattering region (S.R.) into channels
incoming to the S.R. and channels outgoing from the
S.R. (see Fig.2). It is further reminded that we focus on a
transport regime in which quantum-mechanically coherent
dissipationless (complete absence of inelastic scattering
processes outside the reservoirs) transport over the whole
S.R. (and the leads of course) is possible. Saying so, any
(independent) available transport channels on the left and
the right side of the S.R., entering or exiting the S.R.,
can quantum-mechanically be represented (based on the
ansatz mentioned above Eq.(2), and also, without any
inelastic scattering processes over the S.R. and the leads
E is a good quantum number) as

ψ+
LnE(r) = An+√

2π~vLnφLn(x, y)e+iknz, z < zL

ψ−LnE(r) = An−√
2π~vLnφLn(x, y)e−iknz, z < zL

ψ+
RmE(r) = Bm+√

2π~vRmφRm(x, y)e−ik
′
mz, z > zR

ψ−RmE(r) = Bm−√
2π~vRmφRm(x, y)e+ik

′
mz, z > zR

(5)

where n and m denote the different available trans-
port channels, An± and Bm± are the wave ampli-
tudes, φLn(x, y) and φRm(x, y) the transverse modes,
vLn = ~kn/mL and vRm = ~k ′m/mR the propaga-
tion speeds, mL and mR the effective carrier mass,
~kn =

√
2mL(E − En) and ~k′m =

√
2mR(E − Em) the

propagation wavevectors, and En and Em the trans-
verse eigenenergies, on the left and the right side of
the S.R. respectively. Proceeding further, the so-called
scattering matrix S by definition relates all outgoing
(from the S.R.) modes with all incoming (to the S.R.)
modes (remember that all the aforementioned modes are
assumed to be propagating or current-contributing modes
within the leads at this point) as below




A1−
...

ANL−
B1−

...
BNR−




=




S11 S12 · · · S1N

S21 S22 · · · S2N
...

... · · ·
...

...
... · · ·

...
...

... · · ·
...

SN1 SN2 · · · SNN




︸ ︷︷ ︸
≡ S(E)




A1+
...

ANL+
B1+

...
BNR+




(6)
where NL and NR are the total available transport
channels on the left and the right side of the S.R.,
N = NL +NR, and the energy dependence of the scatter-
ing matrix originates from the energy dependence of the
wavevectors kn and k

′
m defined few lines above (we will

see how this happens in a little while). The scattering
matrix can be written more compactly in block form as
below

S =

[
rNL×NL t′NL×NR
tNR×NL r′NR×NR

]

N×N
(7)

where the submatrix rNL×NL consists of the reflection
amplitudes of the left-side incoming modes at the left
boundary of the S.R., the submatrix tNR×NL consists
of the transmission amplitudes of the left-side incom-
ing modes towards the right lead (z > zR), the sub-
matrix r′NR×NR consists of the reflection amplitudes of
the right-side incoming modes at the right boundary of
the S.R., and finally, the submatrix t′NL×NR consists of
the transmission amplitudes of the right-side incoming
modes towards the left lead (z < zL). For example, the
matrix element tmn of the transmission matrix tNR×NL
represents the transmission amplitude from the left-side
incoming mode n (z < zL) to the right-side outgoing
mode m (z > zR), with the corresponding transmission

probability being given by Tmn(E) = |tmn(E)|2. Further-
more, we mention without proof (the reader is referred
to Ref.[3], section 7.1.3 for the respective derivations)
two very important properties of the scattering matrix
S: The first one is its unitarity, i.e. S†S = SS† = 1,
which implies that the total probability of scattering from
a given incoming state to one of the outgoing states (in
our example back to the same or forward to the opposite
lead) adds up to unity (with the reverse being also true,
meaning that for any outgoing state, the total probabil-
ity that it originated from the scattering of one of the
incoming states adds up to unity as well). Notice that
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the unitarity property of the scattering matrix would be
in trouble had we not assumed the complete absence of
any carrier recombination or generation processes within
the S.R.. The second one is related to the fact that under
time-reversal symmetry (which in the simplest case is
broken by the application of a magnetic field) the scat-
tering matrix is additionally symmetric, i.e. S = ST ,
with the superscript T denoting the transpose matrix,
which implies that (under time reversal symmetry) the
transmission probability from the left-side mode n to the
right-side mode m, and, the transmission probability of
the exact inverse process, do coincide (for a more detailed
discussion on what happens under broken time reversal
symmetry the reader is referred to Ref.[2], section 3.2.1).
Lastly, it is noted that the (maybe at first sight weird)
normalization of the wavefunctions appearing in Eqs.(5)
has been chosen so as to preserve the unitarity of the
scattering matrix S.

Next we turn our attention to the definition of the
so-called scattering states. For the left lead the scattering
states are defined as

ΨLnE(r) =





1√
2π~vLnφLn(x, y)eiknz+

+
∑
n′

rn′n(E)√
2π~vLn′

φLn′(x, y)e−ikn′z, z < zL

∑
m

tmn(E)√
2π~vRmφRm(x, y)eik

′
mz, z > zR

(8)
whereas, for the right lead they are defined as

ΨRmE(r) =





1√
2π~vRmφRm(x, y)e−ik

′
mz+

+
∑
m′

r
′
m′m(E)√
2π~vRm′

φRm′(x, y)eik
′
m′z, z > zR

∑
n

t
′
nm(E)√
2π~vLnφLn(x, y)e−iknz, z < zL

(9)
where rn′n(E) is the scattering (reflection) amplitude from
the left-side incoming state n to the left-side outgoing
state n′, tmn(E) the scattering (transmission) amplitude
from the left-side incoming state n to the right-side out-
going state m and analogously for r

′
m′m(E) and t

′
nm(E).

It is noted that the various propagation speeds as well as
the various wavevectors also carry an energy dependence
which is not shown explicitly for notational simplicity.
Furthermore, the physical meaning of Eqs.(8) and (9)
should be clear; according to Eq.(8) a left-side incoming
state that interacts with the S.R. can end up either into
modes of the left lead via reflection at z = zL, or modes
of the right lead via transmission through the S.R.. Simi-
larly, a right-side incoming state that interacts with the
S.R. can end up either into modes of the right lead via
reflection at z = zR, or modes of the left lead via trans-
mission through the S.R. (those are all the possible decay
channels for any incoming state to the S.R., from either
side). It might seem that there are a whole lot of decay
channels for any incoming state to the S.R., but in effect,
its decay channels are singled out by the requirement that
the energy E of the incoming state is conserved! Please
notice that the scattering states defined above have the
usual form we have recently seen in this course; they
consist of an incoming state and outgoing states from

the S.R., with the latter originating from reflection at or
transmission through the boundary of the S.R.. The pos-
sible decay channels of an incoming state could possibly
be viewed as 1-D counterparts of the partial waves of the
scattering theory of phase shifts!

Concluding this section, we will attempt to sketch
out the essential steps that are required for a realistic
calculation of the scattering matrix, using as an example
the set-up of Fig.2. The first step is to solve the time
independent Schrödinger equation over the three regions
of the quantum junction shown in Fig.2 (i.e. the left lead
L, the S.R. and the right lead R), and find the available
eigenstates and eigenenergies in each region. This will
allow us to define the Hilbert space of each region and
have a basis for it (the available transport channels).
Knowledge of the eigenenergies is required if, for example,
we are to distinguish between propagating and evanescent
modes in any region. The second step is to solve a
series of 1-D scattering problems using the basis of the
scattering states (defined in the spirit of Eqs.(8) and (9))
as we move along the z-direction. For instance, the first
scattering situation appears at the interface between
the left lead L and the S.R., at z = zL (all interfaces
should be treated as sources of scattering). Let us then
focus on the scattering state ΨLnE(r) of the left lead
L, at energy E. In the region z < zL the scattering
state has the same form as the upper term of Eq.(8),
whereas, in the region z > zL it has the same form as the
lower term of Eq.(8), except that the various quantities
under the summation sign refer to the S.R. (not to the
right lead!). The process of finding the various reflection
and transmission amplitudes at this step is otherwise
familiar; we employ the requirements of the continuity
of the scattering states and their derivatives at z = zL.
This process might need to be repeated at several points
within the S.R. (depending on the form of the potential
function U(r) - if it is spatially invariant or spatially
inhomogeneous, if there are elastic point scatterers and
so on) as well as the right interface at z = zR, keeping
in mind that a right-moving outgoing wave from one
scattering subsection constitutes an incoming wave
(incident from the left) to the next scattering subsection,
until we end up to the outgoing wave implied by the
lower term of Eq.(8) (at the right interface, z = zR).
This procedure should further be repeated for any left
lead mode n and any energy E, and additionally, for any
right lead scattering state ΨRmE(r) that ends up to the
left lead region, for all m and all energies E. All this
might look like a highly cumbersome book-keeping, but,
the scattering matrix formalism alleviates the situation
significantly by collectively keeping track of every single
component of a scattering state (incoming or outgoing)
upon a scattering event, besides its capability to handle
scattering in both directions along the z-axis at the
same time (it kind of knows all incoming states from
any direction, as well as all outgoing states towards any
direction, along the z-axis). Concluding this paragraph,
it should be underscored that in the aforementioned
procedure, in general, one should take into consideration
both propagating (current-contributing) and evanescent
modes in any region, and the reason for this is that even
though the evanescent modes do not contribute to the
carrier current, their existence can affect (renormalize)
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the transmission amplitudes of the propagating modes,
and therefore indirectly the carrier current. Saying
so, the number of the evanescent modes that need to
be taken into consideration in an actual calculation is
chosen via the following rule of thumb: Suppose first
that the scattering matrix is set up in such a way that
the propagating modes are all collected within the same
sub-block. We will have taken into consideration (in our
analysis) a sufficient number of evanescent modes, only
then, when the aforementioned sub-block turns out to be
unitary or nearly unitary, since, if one incorporates in
the scattering matrix both propagating and evanescent
modes, then the unitarity property of the last is only
restricted within the sub-block that contains all the
propagating modes. In any other case, we need to take
into consideration additional evanescent modes, and
quite often it is the case that a number of evanescent
modes much larger than that of the propagating modes is
required in order to satisfy the aforementioned criterion
[1].

IV. Two-terminal multi-channel Landauer formula

In this section, we turn our attention to the calculation
of the carrier current across the simple set-up of Fig.2,
assuming the existence of time reversal symmetry. To
be more precise, we are not concerned about the spatial
distribution of the carrier current within the S.R.. Our
interest is on carrier currents flowing into or out of certain
terminals, by applying specific voltages to those terminals
(we give up on the term reservoir from now on and use the
better suited term ”terminal”). Saying so, the scattering
states defined by Eqs.(8) and (9) are the appropriate tools
for the following analysis, since they are connected with
the leads, which keep control of what flows into or out of
the terminals. To this end, we employ the following well-
known formula (if the time reversal symmetry is broken
due to some applied magnetic field, then the following
formula should be modified accordingly as we’ve learned)

J = q
i~
2m

[ψ(r)∇ψ∗(r)− ψ∗(r)∇ψ(r)] (10)

for the current density carried by carriers of charge q and
effective mass m, where only the z-component of it (i.e.
the component across the whole set-up) is going to be of
interest to us (therefore ∇(...)→ ∂

∂z (...)). The first step
is to calculate the current due to a single scattering state,
so let’s choose the ΨLnE(r) state first. The derivation
is straight-forward to perform: (a) One can immediately
plug Eq.(8) into Eq.(10), keeping in mind though that
only the component of the scattering state ΨLnE(r) that
lies in the region z > zR can be perceived as a current
that has crossed through the S.R., from one side of it
to the other (the rest of the scattering state ΨLnE(r)
basically remains within the left lead and returns to the
left reservoir where it participates in a series of inelas-
tic scattering processes; so it is not something that is
transmitted from one side of the S.R. to the other!). (b)
Afterwards, we integrate the resulting expression over x
and y, and the various contributions can be immediately
simplified using the orthogonality property of the trans-
verse modes

∫
dxdy φ∗α`(x, y)φβ`′(x, y) = δαβδ``′ , where

α = L,R and `, `′ refer to the lead modes previously
denoted as m,n. (c) The definitions of the propagation

speeds vLn = ~kn/mL and vRm = ~k ′m/mR can be used
to simplify any remaining wavevector dependencies (that
come out of the ∂

∂z operation). (d) m = mR should be
used in the expression of Eq.(10). The final result is (be
reminded that integration of the current density over a
cross-section, for simplicity assumed uniform, i.e. over x
and y, finally leads to a one-dimensional current along
the z-direction)

ILnE =
q

h

∑

m

|tmn(E)|2 =
q

h

(
t†(E)t(E)

)
nn

(11)

where we’ve used the definition that [t(E)]mn = tmn(E)
(notice that the transmission probability matrix elements

[T(E)]mn = |tmn(E)|2 6= [t(E)]mn, although the two
matrices have same dimensions). Following similar steps
(for instance at step (d) we set m = mL), for the ΨRmE(r)
scattering state we find

IRmE = − q
h

∑

n

|t′nm(E)|2 = − q
h

(
t′
†
(E)t′(E)

)
mm

(12)
where we’ve used the definition that [t′(E)]nm = t′nm(E)

(notice again that [T′(E)]nm = |t′nm(E)|2 6= [t′(E)]nm,
although the two matrices have same dimensions). No-
tice further that since different lead modes (transport
channels) are completely independent of each other (ac-
cording to the remarks preceding Eq.(1)) there is no in-
terference among the transmission amplitudes of different
lead modes, and therefore, in Eqs.(11) and (12) it makes
sense to add the participating transmission probabilities
(instead of the corresponding transmission amplitudes).

Going a bit further, the total current through the S.R.
is obtained as follows

Iq,s = (2s+ 1)
∑

α`E

Iα`Efα(E) (13)

for carriers of charge q and spin quantum number s (to
capture spin degeneracy as well), fα(E) is the Fermi-
Dirac distribution function of the α-th reservoir, and
finally, α, ` = L, n or R,m. It should be stressed however
that in Eq.(13) one of the basic assumptions of this pre-
sentation was actually employed, according to which any
carriers leaving a reservoir have an energy distribution
that can be adequately described by the Fermi distri-
bution function f(E,µα, Tα), with µα, Tα denoting the
chemical potential and the temperature of the α-th reser-
voir from where the carrier emerged (based on the detailed
reasoning given in Section II). After exiting a reservoir,
a carrier’s state is presumably some linear combination
of scattering states of particular energy E (it is basically
according to this quantum number that we can assign
a Fermi-Dirac distribution function), representative of
the lead that is connected to the reservoir whereby the
carrier emerged, but each one of those scattering states
actually extends over the whole set-up (having some com-
ponent in every lead), which further implies that, once
a scattering state (of the lead at issue) is occupied with
some occupancy factor fα(E), it is automatically ”occu-
pied” over all its components (in the sense that, once
you know which scattering state has been chosen by an
exiting carrier, you automatically know all its possible
decay channels, both within the initial lead as well as all
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the other leads of your set-up). However, the issue is that
we do not know so much about the state of an exiting
carrier, and in order to make progress we recourse to the
philosophy of the statistical mechanics, assigning to the
scattering state ΨαnE(r) of the α-th lead an occupancy
which is hopefully best represented by the (Fermi) dis-
tribution function fα(E) = nF (E − µα), which uses the
chemical potential µα and the temperature Tα of the α-th
reservoir (this is possibly the best we can do!). Finally,
provided there are no inelastic scattering processes over

the whole S.R. (which has also been assumed few lines
before Eq.(5)), the aforementioned assigned occupancy of
a particular scattering state is approximately valid over
the whole spatial extent of that state (inelastic scatter-
ing events along the way could certainly wash out the
assigned occupancy spoiling the effort we are doing here).
Afterwards, from Eqs.(11)-(13), assuming for simplicity
that n = m (i.e. the same number of scattering states in
the left and the right lead of our set-up), the total current
injected from the left to the right lead is given by

Iq,s = (2s+ 1) qh
∑
`

∞∫
−∞

dE
{[

(t†(E)t(E)
]
``
nF (E − µL)−

[
t′†(E)t′(E)

]
``
nF (E − µR)

}
⇒

Iq,s(VL, VR) = (2s+ 1) qh

∞∫
−∞

dE Tr
[
(t†(E)t(E)

]
{nF (E − µ− qVL)− nF (E − µ− qVR)}

(14)

where since the parameter E is regulated by the reser-
voirs we took into consideration all possible values of
it and the occupancy factors themselves will take care
of any ’inappropriate’ E-values (or, the matrix elements
of the appearing transmission matrices). In the second
line, Tr denotes the trace, and further, the property that

Tr
[
t′†(E)t′(E)

]
= Tr

[
(t†(E)t(E)

]
was used, which in

our case (n = m) can easily be proved using the unitarity
of the scattering matrix, S†S = SS† = 1, in conjunc-
tion with the block form of the scattering matrix that
is given by Eq.(7) (since we assumed that there exists
time reversal symmetry, and further, given that only the
propagating modes contribute to the current, there is no
issue of validity about the last argument). Finally, the
applied voltages on each reservoir/terminal Vα (α = L,R)
were introduced, as shifts from the equilibrium chemical
potential µ of the whole set-up. Notice also that the
occupancies of the scattering states (bequeathed by the
appropriate reservoir in each case, according to the previ-
ous remarks) generally depend on the applied voltages,
which loosely speaking, directly affect the states of the
reservoirs, and as a result the energies of the exiting carri-
ers, but, if they are too strong they can further affect the
structure of the transmission/reflection amplitude matri-
ces (for example, by causing an energy shift of the S.R.
potential). Looking for a nicer formula in place of Eq.(14),
we further restrict our analysis to low applied voltages
(at any terminal), which allows us to Taylor-expand the
current Iq,s(VL, VR) in terms of qVα around µ, to get

Iq,s(VL, VR) = (2s+ 1) q
2

h ×
∞∫
−∞

dE Tr
[
(t†(E)t(E)

] {
−∂nF (E−µ)

∂E

}
(VL − VR)

(15)
whereby the proportionality between the total current
Iq(VL, VR) and the applied voltage difference VL − VR
yields the so-called ”conductance”

G(µ, T ) = (2s+ 1) q
2

h ×
∞∫
−∞

dE Tr
[
(t†(E)t(E)

] {
−∂nF (E−µ)

∂E

} (16)

the temperature and chemical dependence of which origi-
nates from the presence of the occupancy on the right hand
side (RHS). As a last step, at nearly zero temperature, we

can use the approximation that −∂nF (E−µ)
∂E ≈ δ(E − µ),

to get an even simpler expression for the conductance (i.e.
the calculation is restricted at the equilibrium chemical
potential µ of the set-up)

G(µ, T → 0) = (2s+ 1)
q2

h
Tr
[
(t†(µ)t(µ)

]
(17)

Concluding this section, it is noted that the tempera-
ture dependence of the equilibrium chemical potential µ
of the set-up for simplicity was neglected, and further,
the low applied voltage limit is kind of a necessary
assumption for our analysis, since in general higher
applied voltages (or voltage differences) can significantly
increase the complexity of the effect studied in this work,
causing modifications to the potential of the S.R. and
the eigenspectrum of the leads, affecting the charge
distribution of the carriers over the whole quantum
junction, and so on.

V. Multi-terminal Landauer-Büttiker formula

In the previous sections we focused on a set-up con-
sisting of two leads (and reservoirs/terminals), the left
and the right lead (α = L,R), and going back to Eq.(13),
we found (using Eqs.(11) and (12)) that the total current
injected from the left lead L to the right lead R is given
by

Iq,s = (2s+ 1) qh×
∞∫
−∞

dE

(∑
nm
|tmn(E)|2fL(E)−∑

mn
|t′nm(E)|2fR(E)

)

(18)
where the first term on the RHS encompasses transmission
processes starting in the lead L and ending in the lead R,
and the second term encompasses transmission processes
starting in the lead R and ending in the lead L (the sum
over n in the first term and the sum over m in the second
term correspond to the sum over α in Eq.(13) - all the
scattering states of a given lead should be taken into
consideration - whereas, the sum over m in the first term
and the sum over n in the second term correspond to
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the sums appearing in Eqs.(11) and (12) respectively).
Afterwards, we claim that the total current given by
Eq.(18) is the total current in the left lead, decomposed
into transmission processes from any left-lead mode n to
any right-lead mode m, and inverse transmission processes
(from any right-lead mode m to any left-lead mode n).
Saying so, the advantage of defining the total current in a
lead as above, is the direct generalization of the previous
formalism to more complicated set-ups that might consist
of more than two leads (additionally notice that since
there are two separate summations over the left-lead and
the right-lead modes, it is no longer required to assume
that n = m, which was used for the transition from the
first to the second line of Eq.(14)). Considering then a
more general set-up that consists of more than two leads
and terminals (with each lead connected to a particular
terminal), based on the previous definition of the total
current in a lead, the total current in lead α comes out by
taking into account all the different transmission processes
from the lead α towards any other lead α′ of the set-up,
as well as all the inverse transmission processes from all
other leads α′ towards the lead α, whose Fermi-Dirac
distribution function is f ′α(E), chemical potential is µ′α
and temperature is T ′α. That is to say

Iq,sα = (2s+ 1) qh×

∑
α′ 6=α

∞∫
−∞

dE
(
T̄α′α(E)fα(E)− T̄αα′(E)fα′(E)

) (19)

where we’ve used the following definitions (sort of collec-
tive transmission probabilities)

T̄α′α(E) =
∑

nn′

∣∣∣tα′αn′n(E)
∣∣∣
2

, T̄αα′(E) =
∑

n′n

∣∣∣tαα′nn′ (E)
∣∣∣
2

(20)
which encompass all the transmission processes (collec-
tively denoted by n) starting in the lead α and ending
in the different lead α′ whose scattering states are collec-
tively denoted as n′ (leftmost definition), or, the other
way round (rightmost definition).

As a final step, one could again assume low applied
voltages over the whole set-up (such that any energy
shifts, due to the applied voltages, from the equilibrium
chemical potential of the whole set-up, are indeed small,
and also small compared to the strength of the potential
of the S.R.), express the occupancies as fα(E) = nF (E −
µα) = nF (E − µ − qVα) (as previously), and Taylor-
expand them (to lowest order) in terms of qVα around
µ, where µ denotes the equilibrium chemical potential
of the whole set-up, whereas, Vα is the voltage applied

to the α-th terminal. Doing so, with the help of the
condition that

∑
α′

T̄α′α(E)−∑
α′

T̄αα′(E) = 0 (where each

sum separately actually adds up to the number of the
transport channels/scattering states in the lead α, and
those results actually originate from the unitarity of the
scattering matrix in conjunction with the definitions of
Eq.(20); for more details the reader is referred to Ref.[4],
section 2.4, where the formalism of the scattering states is
generalized to the multi-terminal case), it is finally found
that

Iq,sα =
∑

α′ 6=α
(Gα′α(µ, T )Vα −Gαα′(µ, T )Vα′) (21)

where (in the spirit of Eq.(16)) we’ve used the following
definition for the α-th conductance

Gαα′(µ, T ) = (2s+1)
q2

h

∞∫

−∞

dE

(
−∂nF (E − µ)

∂E

)
T̄αα′(E)

(22)
and analogously forGα′α(µ, T ). It should be noted though
that in equilibrium, other than a common chemical po-
tential, a common temperature over the whole the set-up
is additionally assumed, because we want to exclude any
temperature-driven carrier transport from one region of
the set-up to another. To put it differently, in equilibrium
it is presumed that there is no kind of carrier transport
whatsoever, i.e. Iq,sα, eq = 0, ∀ α. Applying the last condi-
tion to Eq.(21), we find (notice that in equilibrium it is
not necessary that the applied voltages be zero, it is only
required that all the applied voltage differences be zero,
and therefore, in general it can be Vα = V0 6= 0, ∀ α) that
(and this is an example of a ”sum rule”)

∑

α′

Gα′α(µ, T ) =
∑

α′

Gαα′(µ, T ) (23)

Finally, combining Eqs.(21) and (23) (the first term on
the RHS of Eq.(21) is rewritten using Eq.(23)) we get

Iq,sα =
∑

α′

Gαα′(µ, T ) (Vα − Vα′) (24)

The above result which is valid in the limit of low ap-
plied voltages over a multi-terminal set-up concludes our
presentation on the Landauer-Büttiker formalism of the
steady state mesoscopic coherent transport. Please keep
in mind that all this was just an introduction to the vast
field of the physics of mesoscopic transport, and the in-
terested reader can go deeper by consulting the provided
references, and particularly Ref.[1], as well as Refs.[5]-[6]
(whose author has offered related courses on edX as well).
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Mapping Coulomb potential into 2D oscillator

Rvx Niltaans
(Dated: June 18, 2019)

We have shown before that the Hamiltonian of quantum motion in a magnetic field can be rewritten
into a form resembling a harmonic oscillator Hamiltonian. In this paper, we will demonstrate how
the 2D Coulomb potential is connected with 2D harmonic oscillator potential, and solve the problem
of both the 2D and 3D hydrogen atom using this method.

I. Introduction

The hydrogen atom and the harmonic oscilla-
tor are simple but important quantum systems
which can be solved analytically. Through the
course, we have learned the structures and prop-
erties of these systems. In fact, there also exists
a connection between harmonic oscillator and
the Coulomb potential. Schwinger has shown
in his book[1] this connection and turned the
equations of one dynamical system into another
one. To understand the symmetry of the hydro-
gen atom, it is possible rewrite the 2D oscillator
potential into the form of a 3D Coulomb poten-
tial on a polar coordinate. As a analogy, the
2D Coulomb potential “toy model” [2] can also
be rewritten into the form of a 2D oscillator
potential on a parabolic coordinate. We will
demonstrate both problems in this paper.

II. Review of Hydrogen atom

In this section, we will first review the solu-
tion of 3D hydrogen atom and demonstrate the
solution of 2D hydrogen atom problem. The 3D
hydrogen atom has the following Hamiltonian

H =
p2

2m
− e2

r
(1)

Where p is the momentum operator, m is the
mass of electron, and e the unit charge.

The energy levels are

Enl = − e2

2a0

1

(n+ l)2
, n ∈ N, l ∈ N∗ (2)

This result can be obtained as follows. First,

hypothise E = − e2

2a0
1
ν2 where ν is an unknown

parameter. This is plausible since − e2

2a0
are sim-

ply constants that give the correct units. Then,
we introduce the Runge-Lenz vector

R =
1

2m
(p× L− L× p)− e2 r

r
, (3)

to reveal the hidden symmetries of this sys-
tem, where L is the angular momentum operator.
And we can prove that

[Ri, Rj ] = −i~ 2H

me2
εijkLk. (4)

By using the familiar identity

L× u + u× L = 2i~u, (5)

equation 4 also indicates that

R×R = i~
(
− 2H

me4
L

)
. (6)

We can also explicitly calculate the value of
R2, which reads

R2 = 1 +
2

me2
H
(
L2 + ~2

)
. (7)

Since R is only consist of the sum of vector
under rotations, (the cross product of vector
under rotations is also a vector under rotation,
such as p×L), R itself is a vector under rotation.
Thus

[Li, Rj ] = εijkRk (8)

.
From equations 4, 6, and 7, we can construct
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two abstract angular momentum





J− =
1

2
(L− ~νR)

J+ =
1

2
(L + ~νR)

. (9)

We can also prove that J+ and J− satisfy the
properties of angular momenta

J± × J± = i~J±
[(J±)i, (J±)j ] = 0

J2
+ = J2

− = ~2j(j + 1), j ∈ Z
2

(10)

Since

J2
+L

2 + ~2ν2R2 = ~2(ν2 + 1) (11)

Thus, by comparing equation 10 with 11, we
can see that

ν = 2j + 1 ∈ Z
2

E = −me
4

2~
1

(2j + 1)2

(12)

Now, let’s solve the 2D hydrogen atom with
a similar method. For the 2D case, we can also

hypothesise that E = − e2

2a0
1
ν2 . By defining a

new angular momentum operator L = L3e3. We
are able to prove that vectors u on the x-y plane
such as x and p satisfy the following relations.

[L3, uj ] = i~εjkuk (13)

and L× u + u× L = i~u which differs from the
familiar identity equation 5 by a factor of 2. By
defining the 2D Runge-Lenz vector as

R =
1

2m
(p× L− L× p)− e2 r

r
(14)

We can see that

[Ri, rj ] =− i~4H2D

me2
εijL

R×R =i~
(
−2H2D

me4
L

)
.

(15)

This identities, are similar to the ones in the 3D
case (compare equations 4 and 6). By using sim-
ilar procedures, the value of R2 can be obtained,
which is

R2 = 1 +
2

me2
H2D

(
L2 +

~2

4

)
. (16)

In this case, since L + ~νR doesn’t commute
with L− ~νR, we can only define one abstract
angular momentum J = L + ~νR, and we can
obtain the result j(j + 1) = 4ν2 − 1, which is
similar compared with the 3D case ( equation 12).
However, we can’t jump to the conclusion that
j ∈ N

2 as in ordinary abstract angular momenta.
In this case since the z component of the Runge-
Lenz vector R3 = L3, j in this case correspond
to the azimuthal quantum number of L3 and
can only be integers. Thus ν can take the values
(2j+1)

2 , j ∈ N, from which we can obtain the
energy levels,

E2D = −me
4

2~
1

(j + 1
2 )2

, j ∈ N. (17)

In the following chapter, we will review the
other quantum system—the 2D Harmonic Oscil-
lator.

III. Review of 2D Harmonic Oscillator

The 2D Harmonic Oscillator has a potential
of the form [3]

H =
1

2m

(
p2x + p2y

)
+
mω

2

(
x2 + y2

)
. (18)

By constructing two sets of laddar operators





ax/y =

√
mω

2~

(
x/y +

ipx/y

mω

)

a†x/y =

√
mω

2~

(
x/y − ipx/y

mω

) , (19)

where x/y indicates the subscripts or variables
in the equation being x or y. The energy levels
can be obtained[4],

E = ~ω(nx + ny + 1), nx/y ∈ N. (20)
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After reviewing those systems, we will set up
the connections between them in the following
chapters.

IV. Introduction to the parabolic
coordinate

To rewrite the hydrogen atom Hamiltonian
in the form of a harmonic oscillator Hamilto-
nian, the Hamiltonian needs to be set up in
the parabolic coordinate, which will be briefly
introduced in this chapter.

The 2D parabolic coordinates, x1′ and x2′,
is related to the Cartesian coordinate by the
following formula:[5]

{
x1 = x21′ − x22′
x2 = 2x1′x2′

. (21)

And the length of a vector r can be written
as r = x2′ = x21′ + x22′ .

Fig. 1: Parabolic coordinate as contours

Fig. 2: Parabolic coordinate lines

Fig.1 shows that the parabolic coordinate
can be viewed as a set of contours on the real
and imaginary parts of the complex function
ω (z) =

√
z. The graph on the right shows the

coordinate lines of x1′ and x2′ , respectively. We
can also get the transformation matrix elements
βij′ from Cartesian to parabolic coordinate and

calculate the scale factors A1, A2 and A3 (Ein-
stein summation convention is used),

βij′ =
∂xi
∂xj′

=

[
2x1′ −2x2′
2x2′ 2x1′

]
(22)

gi′j′ =βi
′
j β

j′

j

=

[
4
(
x21′ + x22′

)
0

0 4
(
x21′ + x22′

)
] (23)

A1 = A2 = 2
√
x21′ + x22′ = 2x′ . (24)

From this, we can calculate the Laplacian for
the sake of obtaining the Halmitonian operator
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in parabolic coordinate,

∇2 =
1

ΠiAi

∂2

∂x2i′

(
ΠiAi
Aj

∂2

∂x2j′

)

=
1

4x2′

(
∂

∂x1′
+

∂

∂x2′

) (25)

V. Rewriting Two Dimensional Coulomb
potential in oscillator form

We can start by transforming the Shrödinger
equation for the 2D case into the parabolic co-
ordinate using the identity 25[6]:

Hψ = Eψ
(
− ~2

8mx2′

∂

∂xi′

∂

∂xi′
− e2

x2′

)
ψ = Eψ

(
− ~2

8m

∂

∂xi′

∂

∂xi′
− e2

)
ψ = x2′ Eψ

(26)

Here, we can see that the original potential en-
ergy term with e2 becomes a constant term after
both sides of the equation is multiplied by x2′ ,
and the RHS become dependent of x′ . We can
thus switch the position of these two terms and
the equation will be come a familiar Shrödinger-
like form.

(
− ~2

8m

∂

∂xi′

∂

∂xi′
− x2′ E

)
ψ = e2ψ

(
− ~2

2(4m)

∂

∂xi′

∂

∂xi′
+

1

2
(4m)

√
−E
2m

2

x2′

)
ψ = e2ψ

(27)
We can recognize this as a Hamiltonian of a
harmonic oscillator with E′ = e2, m′ = 4m and

ω′ =
√
−E
2m . Thus it’s energy levels should be

e2 = E′ = ~ω′ (nx + ny + 1)

= ~
√
−E
2m (nx + ny + 1) .

(28)

Where nx, ny ∈ N From which we can obtain

the energy level of E:

E =
−2αe2

~
2

(nx + ny + 1)2
. (29)

In the following diagrams, we can see the cor-
respondence of the hydrogen atom states to the
2D oscillator states.

Fig. 3: Energy Eigenstates of the 2D hydrogen
atom
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Fig. 4: Energy Eigenstates of the 2D oscillator

The brown horizontal bars represent the en-
ergy states. Fig.3 is the energy levels of the 2D
hydrogen atom. The vertical ticks correspond
to different values of l, which is the eigenvalue
of the operator L3 divided by ~; and the hori-
zontal ticks denotes to the value of ν. Fig.4 is
the energy levels of the 2D harmonic oscillator,
the vertical ticks also correspond to l and the
y axis correspond to nx + ny, where nx, ny ∈ N
as in equation 29. The number below the hori-
zontal indicate m degeneraces. We can see the
connection of the two system by matching the
ν = 1

2 ,
3
2 ... states (the brown bars) on Fig.3 to

the nx + ny = 1, 2, 3... states (the thick brown
bars) on Fig.4. These states are respectively the
same states obtained mathematically.

There is a more subtle reason for why the
parabolic coordinate is used. As shown in section
IV, since ω =

√
z, we have |ω| =

√
|z|. This give

rise to the relationship r = x2′ —the length of a
vector in the parabolic coordinate is the squared
length of a vector in the Cartesian coordinate.

In the parabolic coordinate, the Halmitonian
gains a factor of 1

x2
′

H = − ~2

8mx2′

∂

∂xi′

∂

∂xi′
− e2

x2′
ψ. (30)

By multiplying both sides of the Shrödinger equa-
tion by x2′ , we can get the familiar oscillator-form
equation.

VI. 2D oscillator in polar coordinates

In this section, the relation of the 2D oscillator
and 3D hydrogen atom will be discussed. We will
start from rewriting the 2D oscillator potential
in a polar form. Suppose the harmonic oscillator
has energy E′, angular frequency ω′ and mass
m,[1] its Hamiltonian is

H =− ~2

2m

∂

∂xi

∂

∂xi
+

1

2
mω′2xixi

=− ~2

2m

(
1

r

∂

∂r

(
r
∂

∂r

)
+

1

r

(
∂2

∂θ2

))
+

1

2
mω′2r2

(31)
We will further simplify H by setting an ansatz.

Since the Hamiltonian only contain ∂2

∂θ2 , by
assuming the solution is seperable, it is plau-
sible that the ansatz should be of the form
ψ = eiαθ 1√

r
R (r). By letting it act on ψ, the

∂2

∂θ2 will become α2, thus H now reads,

H =− ~2

2m

(
∂2

∂r2 + 1
r
∂
∂r + α2

r2

)
+ 1

2mω
′2r2

(32)
Here, we will ues the identity

r−a
∂2

∂r2
ra =

(
∂2

∂r2
+

2a

r

∂

∂r
+
a2 − a
r

)
(33)
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with a = 1
2 to absorb the term with ∂

∂r to sim-
plify the result.

− ~2

2m

((
∂2

∂r2 + 1
r
∂
∂r −

1
4
r2

)
− α2− 1

4
r2

)
+ 1

2mω
2r2

=− ~2

2m

(
1√
r
∂2

∂r2

√
r − α2− 1

4
r2

)
+ 1

2mω
′2r2

(34)
Now, plug this Hamiltonian into the Shrödinger
equation, we can get

H ′ψ =E′ψ
(
− ~2

2m

(
∂2

∂r2 −
α2− 1

4
r + 1

2mω
′2r2

)
R (r)

)
=E′ (r) .

(35)

Since we are trying to write this equation into
the form of a radial equation of the hydrogen
atom, we need the RHS to be ∼ 1

r (the form
of a Coulumb potential). We will change the
variable r to r′ by the following relation:

r′ = r2

2 , (36)

and we will get

(
− ~2

2m

(
d2

d2r′ + 1
2r′

d
dr′ −

α2− 1
4

r′2

)
+ 1

2mω
′2
)

R (r′) = E′

r′ R (r′)
(37)

By using identity 33 again, we can absorb the
terms ∂

∂r′ and get

(
− ~2

2m

(
1

4√
r′

d2

d2r′
4
√
r′ + 1

2r′
d
dr′ −

α2 1
16

r′2

)
− 1

2mω
′2
)

R (r′) = E′R (r′) .
(38)

To eliminate the 4
√
r′, will then change R (r) to

R′r′ = 1
4√
r′
R (r′) and get

(
− ~2

2m

(
d2

d2r′ −
α2− 1

16
r′2

)
+ 1

2
mω′2

)
R
(
r′
)

= E′
r′ R

(
r′
)
.

(39)
Compare with the familiar hydrogen atom po-

tential,

(
− ~2

2m

(
d2

d2r
− l(l + 1)

r2

)
− e2

r

)
u (r) =

E

r
u (r) ,

(40)
where u (r) is the radial part of the hydrogen

eigenstates divided by r, u (r) = f(r)
r . We can

see that the hydrogen atom equation has ex-
actly the same form with the rewritten har-
monic oscillator equations. u (r) in equation

40 serves as R′ (r′) in equation 39;
√
−2E
m is

the new ω and e2 functions as the new energy,

e2 = ~
√
−2E
m (n+ 1) , ∈ N, from which we get

the familiar hydrogen atom energy levels

E = − me4

2~ (n+ 1)
2 , n ∈ N. (41)

In the following diagrams, we can again see
the correspondence of the 2D oscillator states to
the hydrogen atom states.

Fig. 5: Energy Eigenstates of the 3D hydrogen
atom



7

Fig. 6: Energy Eigenstates of the 2D oscillator

Fig.5 is the energy levels of the 3D hydrogen
atom. The vertical ticks correspond to different
values of l and the horizontal ticks denotes to
the value of ν. Fig.6 is again the energy levels
of the 2D harmonic oscillator which is already
discussed in Section V. The number below the
horizontal indicate m degeneraces. We can see
the connection of the two system by matching
the ν = 1

2 ,
3
2 ... states (the bars with the same

color) on Fig.5 to the nx + ny = 1, 2, 3... states
(the thick brown bars) on Fig.6. One set of
bars with the same color correspond to a set of
oscillator states.

VII. Conclusion

These examples indicate that the hydrogen
atom and harmonic oscillator are actually con-
nected in their underlying mathematical struc-
tures. To dive further, this is related to the iso-
morphisms between SU (2), SO (3), and SO (4)
groups. The methods in this paper also show
that different physical phenomenon may be gov-
erned by the same mathematical laws and is able
to transform between each other in different co-
ordinates.
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On the use of random matrices in physics
(Dated: June 16, 2019)

In systems with many interactions, for example the
modeling of heavy nuclei, the explicit modelling of the
system becomes practically impossible. Wigner took the
bold step of assuming practically nothing about the Hamil-
tonian of the system and instead hypothesized properties
like energy eigenvalue relative spacing of heavy nuclei
could be modeled with the aid of random matrices. Re-
markably the results show strong statistical correspon-
dence to reality when appropriate distributions are chosen
on the matrix entries. We will discuss some of the key
results.

I. HISTORICAL BACKGROUND

As we have learned as our physics education has grown,
most problems do not have closed form analytic solutions.
To address systems that differ from exactly solvable sys-
tems one learns of perturbative methods to try to tackle
changes to assumptions, where those changes are rela-
tively small or alternatively one tries numerical methods
to generate approximate results. When it came to study-
ing complex systems with many interacting particles and
forces, for example in studying the energy spectrum of
large nuclei (a pressing issue in the nuclear age), the
academic community was at somewhat of a loss. Neu-
tron scattering experiments done by Fermi in the 30s
revealed narrow resonances which indicated the energy
eigenvalues were not independently distributed. In partic-
ular, elastic scattering of neutrons on heavy nuclei show
sharp resonances with widths from 3 meV to 1 eV and
such resonances cannot be due to the interaction of the
neutron with a single nucleon. If one was to assume an
independent particle model, with a nuclear radius of 5
femtometers and a potential well of several MeV, single
particle states have energy spacings of several hundred
keV, which is incompatible with the results seen[12]. In
trying to interpret the results Bohr [1] argued that the
resonance spacings were incompatible with an indepen-
dent particle model and proposed a compound-nucleus
model where the protons and neutrons were strongly in-
teracting. Instead of trying to construct a dynamical
theory of heavy nuclei, Wigner took Bohr’s idea of the
nucleus as a complex interacting system and focused on
trying to model the statistics of energy spacings without
using an explicit model of the system. Such an approach
was highly innovative and ended up catalyzing a large
pick up in research in random matrix theory. The ap-
proach taken by Wigner was to some extent a statistical
mechanics approach to complex quantum mechanical phe-
nomenon, but the spirit of the analysis is different. In
particular in statistical mechanics the ensemble share the
same Hamiltonian but have differing initial conditions, in
random matrix theory one averages over all Hamiltonians

Figure 1. Bohr[1]

of a particular symmetry type, properly normalized, and
those results are used to understand the statistics of en-
ergy eigenvalue distributions. ”What is here required is a
new kind of statistical mechanics, in which we renounce
exact knowledge not of the state of the system, but of the
nature of the system itself. We picture a complex nucleus
as a ’black box’ in which a large number of particles are
interacting according to unknown laws. The problem then
is to define in a mathematically precise way an ensemble
of systems in which all laws of interaction are equally
probably.” Dyson[2]

Random matrix theory itself had origins in the field of
statistics and were introduced by Wishart in 1928. The
field itself became far more active after Wigner’s use of
random matrices in physics and in the 50s and 60s many
results on the mathematical foundations were derived
by Wigner, Mehta and Gaudin and Dyson. The various
classes of random matrices were cataloged by Dyson in
a series of landmark papers as well as the philosophi-
cal foundation for their use in physics. From the 1960s
to the 1980s, random matrix theories predictions were
being tested against better nuclear reaction data from
experimental physics with encouraging results. It was dis-
covered that the distribution of eigenvalues of a random
matrix, properly normalized, is often independent of the
underlying distribution (known as universality) with only
the weak condition of i.i.d required of the entries. Today
the applications of random matrix theory in physics are
wide and remarkable connections can be made between
math and physics via the use of random matrices.

II. WIGNER SEMI-CIRCLE LAW

Wigner first attempted to model the heavy nucleii
Hamiltonian via a random Schrodinger operator in
which one treated the potential as having a stochastic
component. H = −∆ + V (X,ω) where V (X,ω) are
independent identically distributed random variables
(i.i.d). This model proved too challenging to solve and
Wigner subsequently moved on to attempting to model
heavy nuclei eigenvalue statistics with random matrices.
As we know, a quantum mechanical system is described
by an eigenvalue problem Hψn = Enψn where H is a
Hermitian operator and ψn is an eigenfunction with En
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Figure 2. 3000x3000 RM

corresponding to the eigenvalue of the eigenfunction.
For heavy nuclei there would be thousands of states
and energy levels which are too complicated to model
explicitly. By avoiding the problem of trying to find
the actual operator and instead considering a family
of random matrices and trying to see if there was a
relationship between the random matrix averages and the
heavy empirical nucleii results, Wigner stumbled onto
fertile ground. The actual operator would be infinite
dimensional so when considering random matrices one
should study the behavior for large N and then take
N→ ∞. Wigner noticed that random matrices had
some scope to frame eigenvalue spacings and thus stud-
ied the distribution of real symmetric Gaussian ensembles.

Definition 1. The k’th moment of a distribu-
tion F (x) is µk =

∫∞
−∞ xkdF

In probability theory the first moment would represent
the mean, the second moment represents the variance,
the third the skew and the fourth the kurtosis. We
saw the use of the moments of the wavefunction when
computing the position expectation for example.

Wigner’s SemiCircle Law Let X be a real symmetric
matric of large order size N having independent identically
distributed (i.i.d) random entries xij with 2nd moments

equal to R
2

2
and such that the nth moments are bounded

by given constants Bn, independent of i,j and N. Define
S = Sαβ(x,N) to be the number of eigenvalues of X that

are in the interval
(
αN (1/2), (βN (1/2))

)
for real α < β.

Then limn→∞
E(S)
N = 1

2πm2

∫ β
α

√
R2 − x2)dx

The Semi-circle law is effectively a central limit theorem
for random matrices and the distribution to which the
average spacing over all such random matrices converge
to is the semi-circular distribution. Remarkably the
underlying distribution of the entries is not particularly
important for the convergence to occur. There are several
ways one goes about proving this, Wigner proved it
via comparing trace formulas for limits of the expected
distribution of eigenvalues of matrices of increasing size
to the moments of the semi-circular distribution. There
are other measure theoretic approaches which were used
later using the Stieltjes transform. We will give an
overview of the methods used by Wigner [4] or for full
details we recommend Tao [5].

The main argument used by Wigner when showing

the convergence properties of the eigenvalue distribution
of large random matrices was to look at the normal-
ized moments of the average using the relationship
between the trace of the matrix and the eigenvalues
to compute the moments. In particular it was shown

that E 1
n tr

(
1√
nXn

)k
= C k

2
+ ok(1) Where Ck denote the

Catalan numbers and X represents a real symmetric
matrix as defined in Wigner’s SemiCircle Law. The
Catalan numbers show up in multiple combinatorial
problems. For example the Catalan numbers represent
the number of ways in which one can get n heads and
n tails after flipping a coin 2n times where the number
of heads flipped so far is always greater than or equal
to the number of heads flipped by that same time. This
represents a the number of paths a random walk could
take that started and ended at 0 while never crossing the
x-axis.

Definition 2 The Catalan numbers are a se-
quence of natural numbers that are defined as follows
Cn = 1

n+1

(
2n
n

)

Definition 3 The standard Semicircle distribu-
tion is a probability distribution that has the form
f(x) = 2

π

√
1− x2 for -1≤x≤1 and f(x) = 0 elsewhere.

As mentioned, the original proof that the limit
of a real symmetric N x N random matrix eigenvalues,
properly normalized, converged to the semi-circle distri-
bution by showing the moments of the two distributions
were the same. Below we discuss how to compute the
moments for the semi-circle distribution

Let µsc be the probability distribution for the standard

semicircle distribution. Let mk =
∫ 1

−1 x
kµscdx. As the

semi-circle (semi ellipse actually) is symmetric all odd
moments are 0. One can compute the even moments
via trignometric substitution for x = sin θ. Note then

that E(X2n) =
∫ π/2
−π/2

2
π sin2n θ cos2 θdθ with such a

substitution and this expectation can be computed via

Mathematica to yield 1
2

2n 1
n+1

(
2n
n

)
. Thus the suitably

normalized ensemble of Wigner type random matrices has
the same moments for its distribution as the semi-circle
distribution and has therefore the same distribution.

It is worth mentioning again that the semi-circle
distribution does not represent the eigenvalue distribution
of a heavy nucleii, which is unbounded. It represents
that there exists a central limit theorem for a large class
of random matrices which in turn have useful results for
predicting local densities of eigenvalues for heavy nucleii.

III. WIGNER SURMISE

In studying the properties of random matrices and try-
ing to apply the results to heavy nucleii spectrum Wigner
was looking to understand whether local eigenvalue den-
sities could be predicted. In particular one could ask the
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question of what the nearest neighbor distribution (the
distribution of the distance to adjacent eigenvalue) would
look like for the eigenvalues if one was to sort them in
ascending order, this process is called unfolding. This
lead to the bold conjecture known as Wigner Surmise
which states that the probability of adjacent eigenvalue
spacings

P(s)≈ πs
2 ∗ e−

πs2

4 (1)

where s = S
D where S a particular spacing and D is the

average distance between neighboring intervals calculated
from a particular interval unfolding.

To come to this conclusion it is suspected that what
Wigner did was take a 2 x 2 matrix and worked out the
eigenvalue distribution and by exploring the consequences
of a 2 x 2 matrix eigenvalue gap distribution he inferred
the relationship would hold to larger matrices and would
model the empirical distribution of heavy nuclei. We will
derive the distribution for the 2 x 2 below.

Definition 4. A Wigner matrix ensemble is an en-
semble of Hermitian matrices H = (Hij) where i,j range
from 1 to n such that all upper triangular entries are iid
complex random variables with mean zero and variance 1
and the diagonal entries are iid real variables with finite
mean and variance.

One thing to note is if the spacing between eigenvalues
was independent for any given nuclear spectrum then the
distribution would be Poisson and of the form ρ (s) = e−s

When considering the distributions of eigenvalues in ran-
dom matrix theory one should remember the scale is
always taken out by looking at the spacing of eigenvalues
within any interval divided by the average spacing for
all entries within that interval. This leads to a scale in-
variant way of framing the distribution and one does not
have to worry about the parameter within the Poisson
distribution for example as it is always rescaled to 1.

A subset of Wigner random matrices would be real
symmetric matrices with iid entries also known as GOE
(General Orthogonal Ensemble). We will explore a real
symmetric 2 x 2 matrix.

Take a 2x2 matrix

H=

(
x1 x3
x3 x2

)
x1, x2∼ N(0, 1) and x3∼ N

(
0, 12
)

(2)

We can calculate the eigenvalues via from the roots of the
characteristic equation using the approach from Livan,
Novaes, Vivo [6]

λ2 − Tr (H)λ+ det (H) (3)

for the above matrix one gets

λ1,2 = (x1 + x2 ±
√

(x1 − x2)2 + 4x23))/2 (4)

which leads to a spacing of s = |λ1 − λ2| =√
(x1 − x2)

2
+ 4x23 the probability distribution of s can

be calculated from the independence of the entries as a
multivariate Gaussian, in particular

ρ (s) =
∫∫∫∞

−∞ dx1dx2dx3
1
2π

1√
π
e−

1
2 (x2

1+x
2
2+2x2

3)

δ

(
s−

√
(x1 − x2)

2
+ 4x23

)
(5)

via clever trignometric substitution

x1 − x2 = r ∗ cosθ
2 ∗ x3 = r ∗ sinθ
x1 + x2 = Ψ (6)

One gets the Jacobian for x1, x2, x3

det




cos θ
2 − r cos θ2

1
2

− cos θ r sin θ
2

1
2

sinθ
2

r cos θ
2 0


 = − r4 (7)

leading to

ρ (s) =
∫∞
0
dr rδ (s− r)

∫ 2π

0
dθ
∫∞
−∞dψ

e
−1
2

(
( rcosθ+ψ2 )

2
+(−rcosθ+ψ

2 )
2
+ r2 sin2 θ

2

)
(8)

The particular choice of relative variance of the entries
leads to very clean pdf, if one uses a GOE matrix the
distribution come to

ρ (s) =
(
π∗s
2 ∗ e

−πs2
4

)
(9)

see Guhr [3] for the general form. Equation 7 is the
Wigner surmise for the GOE. It is remarkable that from
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experimenting with such a simple random matrix and
deriving a distribution for the expected distance for the
only eigenvalue pair Wigner was able to hazard a remark-
ably accurate guess about the benefits of modelling heavy
nuclei via large random matrices as well as the eigen-
value spacing distribution of those heavy nucleii. This
remarkable realization led to a number of papers on the
properties of GOE random matrices of large size and infi-
nite dimension see Wigner [4]

It is very important to always keep in mind that the
Wigner surmise represents an approximate distribution
of the nearest neighbor of eigenvalues in the spectrum.
It most certainly does not represent the distribution of
eigenvalues for the system at large. Nonetheless for con-
sidering the local density properties of the eigenvalues of
a complex system, the Wigner surmise is accurate in a
statistical sense.

The Wigner Surmise is a close approximation to the
nearest neighbor distribution for large random matrices
but the exact form turned out to be different. The ac-
tual formula was deduced by Gaudin and Mehta [7] and
has an asymptotic form. The Wigner surmise though
is approximate within 5% where P(s) has non negligible
density.

IV. SYMMETRY AND CLASSIFICATION IN
RANDOM MATRICES

The notion of symmetry group is foundational when it
comes to classification in quantum mechanics. In classi-
cal mechanics one is introduced to the symmetries of a
physical system via conserved quantities and Noether’s
theorem. A symmetry classification for random matrix
theory was described by Dyson[8] ”that the most general
matrix ensemble, defined with a symmetry group which
may be completely arbitrary, reduces to a direct prod-
uct of independent irreducible ensembles each of which
belongs to one of one of the three types”.

The general form of the Wigner Surmise is

P(s) = Cβs
βe−aβs

2

(10)

where the parameter β ∈ {1, 2, 4} is determined by the
particular symmetries of the system. In particular time
reversal and spin rotation. P(s) represents a probability
measure so the coefficients are taken to normalize the
integral to 1. Each β refers to an ensemble type. β = 1
refers to GOE which was intuitively derived above (7)
for the 2x2, all entries are real. β = 2 refers to the
unitary ensemble GUE where the off diagonal entries are
complex. β = 4 refers to the symplectic GSE where the
off diagonal entries are quaternionic. See figure 3 for the
differences relative to the Poisson distribution.

The three symmetry classes are referred to as the

Figure 3. Cugliandolo [10]

orthogonal(real symmetric), unitary(complex Hermitian)
and symplectic(quaternionic self-dual). These symmetry
classes, associated with their particular Gaussian measure
on the set of matrices which satisfy the appropriate
symmetry, are referred to as the Gaussian ensembles.
As mentioned above, Dyson, in a series of papers in
the 60s [2] further solidified the foundation laid by
Wigner and furthered the algebraic understanding of the
methodologies with the landmark paper The Threefold
Way [8]. The material for this is somewhat involved
but Dyson realized that for the three associative division
algebras (R,C,H), each of these could be associated with
a random matrix ensemble with the appropriate measure
on it. Each ensemble with entries from a particular
division algebra would have different physical symmetries
associated with it. The original mathematical results
come from Frobenius but Dyson recognized the physical
significance for application in random matrices.

DefinitionThe GUE is the set of nxn Hermitian
matrices with complex off diagonal entries with the

Gaussian measure 1
ZGUE(n)

e−
n
2 trH

2

.

The GUE is invariant under unitary conjuga-
tion but does not have time reversal symmetry.

DefinitionThe GOE is the set of nxn real sym-
metric matrices (subset of Hermitian) with Gaussian

measure 1
ZGOE(n)

e−
n
4 trH

2

The GOE is invariant under orthogonal conjuga-
tion (rotation) and it models time reversal symmetry.
Recall the time reversal properties stem from the ability
to conjugate the time derivative in the Schrodinger
equation. Real Hamiltonians allow for that but not
necessarily complex Hermitian.

DefinitionThe GSE is the set of n x n quater-
nionic Hermitian matrices with the appropriate Gaussian

measure on it. 1
ZGUE(n)

e−ntrH
2

.

These matrices, which would be the least familiar
to us at this point, model time reversal symmetry but
not rotational symmetry. This corresponds to systems



5

Figure 4. Guhr [3]

Table I. Dyson classification

β Ensemble Time Reversal Rotational Hij

1 GOE Yes Yes real

2 GUE No N/A complex

4 GSE Yes No real-quaternionic

with half integer spin. One can see the overview of the
symmetry characteristics in Table 1.

These symmetry classes have differing nearest
neighbor distributions which yield differing statistical
observables, the distributions of which can be seen in
figure 3. Another way of thinking about the difference is
via the two-level correlation function with r = η1 − η2
which is of much practical use and relatively easy
to compute from experimental data where ηn are
the unfolded eigenvalues. The theoretical correlation
functions show different eigenvalue repulsions for small r;
the Poisson case would have X2(r) = 1 which means no
repulsion. One can see that as r increases the two-level
correlation functions converge to the Poisson distribution
(which just means independent). For the GOE there
is repulsion that decreases monotonically, for the GUE
there is repulsion with small oscillations around r = 1
and for the GSE there are monotonically decreasing
oscillations at integer differences. This can be seen in
figure 4 where the solid line represents the GOE, the
wider dashed line the GUE and the dotted line the GSE,
the scale is normalized so that r = 1 average nearest
neighbor distance of the sample. Thus when thinking
about symmetry classes in random matrix theory one
looks at statistical observables to make inferences about
the symmetries of the system.

V. PHYSICAL EXAMPLES

Figure 2 represents the nearest neighbor distribution
of a collection of heavy nucleii. In particular it consists

Figure 5. Guhr [3]

of 1407 resonance levels belonging to 30 sequences of 27
nucleii including Cd,Dm,Gd,Dy,Er,W,Th U. Of differing
isotopes. As has been mentioned throughout, the spacing
is normalized such that one is always dividing by the av-
erage distance computed from the element’s sample. The
result matches the GOE distribution very well and one
can see that the Poisson distribution is not representative.

Remarkably one example of a quantum system which
exhibits the properties of the GOE nearest neighbor distri-
bution is a Hydrogen atom in a uniform magnetic field [9].
Chaos in quantum mechanics is at first an ambiguous
concept. Chaotic motion is classically deterministic, but
highly sensitive to initial conditions such that long term
predictability is impossible in practice due to imprecision
of the initial measurement. In quantum mechanics tra-
jectories can only be defined approximately due to the
uncertainty dependent on Planck’s constant and as such
the classical concept of chaos is inapplicable. Nonethe-
less for systems in which the classical system would be
non-integrable, the quantum mechanical analogue can
generate an energy spectrum which follows the nearest
neighbor distributions generated by random matrics. The
Hamiltonian of a hydrogen atom in a uniform magnetic
field is accurately modeled by the following

H =
p2

2me
− e2

r
+ ωlz +

1

2
ω2(x2 + x2) (11)

where the direction of the field is in the z direction and
omega is half the cyclotron frequency. One can define the
dimensionless field strength parameter.

γ =
~ω
R

(12)

where R denotes the Rydberg energy. The classical dy-
namics of the hydrogen atom don’t depend on the energy
and field strength separately but rather together via the
scaled energy ε = E

γ
2
3

. At ε = -∞ the hydrogen atom is

effectively unperturbed and the classical motion is regu-
lar but around ε = −.35 there is a sudden transition to
chaotic motion. Such chaos occurs until ε = −.127268.
By studying the classical changes of behavior in phase
space one can understand at what field strengths the be-
havior should change for the quantum energy spectrum.
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Figure 6. Friedrich Wintgen [9]

In fact one can understand the transitions by considering
the classical system’s Liapunov exponents which deter-
mine the properties of the dynamical systems manifolds[9].
This classical chaos leads to a transition of the statistical
properties of the spectrum from Poisson to GOE.

In practice most real physical eigenvalue nearest neigh-
bor distributions for complex or chaotic systems seem
to overlap with the GOE distribution. The GOE can
also model classical chaotic behaviour in systems like the
Sinai billiard ball. In particular, when analyzing classi-
cally integrable systems, the eigenvalues of the spacings
of the eigenvalues of the corresponding quantum system
follow the Poisson distribution but if the system is non-
integrable then the eigenvalues have the same pattern of
eigenvalue nearest neighbor distributions that come from
random matrices.

Random matrix theory is a field where the math de-
veloped before the full experimental evidence but it was
conjectured that the GUE would be seen in classically
chaotic systems where time symmetry was broken and
this was seen experimentally in the mid 90 using a mi-
crowave cavity with thin ferrite strips next to the wall.

Strong magnetic field applied to the ferrite breaks the time
reversal symmetry and the eigenvalue nearest neighbor
distributions change in line with the Wigner surmise [11].

VI. SUMMARY

By considering Random Matrices for the modeling of
complex quantum phenomenon one takes both a prac-
tical as well as intellectual leap that proves useful and
illuminating. One can gain insight into the nature of
the symmetries of a particular system by looking at the
statistics of its eigenvalues and one can also get an im-
plicit understanding of how intractable a system might
be to model by looking at its local spectrum. For the
question of how many pieces of spectral data are required
to construct the Hamiltonian, in the case of a GOE spec-
trum, the answer is all of them, implying the problem
cannot be broken down. Thus both the nature of ran-
dom matrices and the behavior of atomic spectra can be
compared for productive benefit. What is remarkable is
that we don’t really know if quantum systems which have
Hamiltonian’s with Gaussian entries, yet if one takes the
ensemble average of such systems and compare them to
average nearest neighbor densities as in Figure 2, one
gets the same results. This is because higher dimensional
analogs of equation (4) all converge to the same correla-
tion functions (once re-scaled) that lead to the nearest
neighbor distribution of the GOE. This phenomenon we
find empirically is referred to as universality and is of
core importance in relating the mathematics of random
matrices to the the physical eigenvalue spectrum. Ran-
dom matrix theory is a remarkable field which crosses
heavily between physics and mathematics. Results within
physics have had influence within number theory though
the reason for the connections remain unanswered. As a
discipline it has a different philosophical background to
classical wavefunction theories but it provides alternative
ways to interpret physical results as well as offering al-
ternative insights into the symmetries or lack thereof of
complex systems.
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Oscillations of neutrinos as localized wave packets

Sergey Kotelnikov
(Dated: June 18, 2019)

Neutrino oscillation is well-known effect, which is often introduced in simple terms of plane waves.
However, we need more realistic approach with neutrino as a localized particle in order to understand
the prospects and limitations of neutrino experiments. Possible restrictions on neutrino-oscillation
measurements are discussed.

I. INTRODUCTION

A. Neutrino generations

Since the discoveries of electron neutrino νe (Cowan &
Reines in 1956), muon neutrino νµ (Lederman, Schwartz,
Steinberger in 1962) and tau neutrino ντ (DONUT col-
laboration, Fermilab, 2000), they are considered as in-
dispensable actors in most of weak interactions. These
interactions are materialized by emission or absorption
of heavy W (80 GeV ) or Z (91 GeV ) bosons, and there-
fore have very small probability, especially in a sub–GeV
energy region. That is probably why all the neutrino
types were first deduced theoretically from indirect obser-
vations, the very first being made by Pauli (1930) as n
exotic workaround of the β–decay

n→ p+ e− + ν̃e (1)

analysis problems. As soon as new analogues of electron,
µ (1936) and τ (1970s) were found, within few years
there came an idea of their associated neutrino types. As
of now, three types (flavors) of neutrino together with
their charged lepton counterparts constitute three pairs
or generations of leptons. We distinguish these neutrinos
primarily by their distinct charged-current interactions, as
shown in Eq. (1) for the electron type. Another example of
a charged-current interaction, this time for muon neutrino
νµ, is the famous decay of a π-meson:

π+ → µ+ + νµ. (2)

It is interesting to note, that neutrinos appear or dis-
appear in pairs with the corresponding charged leptons,
so that the so-called electron-, muon- or tau-lepton num-
ber is conserved. Later, in section II on the oscillation
analysis , we shall describe these types of neutrino as
interaction eigenstates, that is the neutrino eigenstates,
which can be produced or detected through their specific
weak interactions.

B. The Solar Problem

Due to the very small probability of neutrino interac-
tions and before the era of high-energy particle accelera-
tors, it was necessary to find available sources of neutrino

of high intensity. Three of them were at hand: cosmic rays,
nuclear power stations and the Sun. In 1938, Hans Bethe
explained the mechanism of thermonuclear synthesis in
the Sun, which happens to be the so-called proton-proton
chain. Basically, this is a multi-step fusion of protons
into 4

2He nuclei, γ-quanta and electron neutrinos νe. One
of intermediate steps in the fusion chain has a special
interest for us, because it generates νe with energies up
to 14MeV , which many detectors are sensitive to:

8
5B→ 8

4Be + e+ + νe . (3)

The whole proton-proton chain happens to be an abun-
dant source of electron neutrinos. A well-known aphorism
by John Bahcall who did all calculation says that that
100 billion neutrinos pass through your thumbnail every
second, or, in more standard units, 6.5× 1010 neutrinos
per second through every square centimeter on the Earth
surface. And yet, when Ray Davis measured in 1968 the
neutrino flux from the reaction

νe + 37
17Cl→ 37

18Ar + e− (4)

he found it to be only 1/3 of the predicted value. In
spite of many obstacles and difficulties of the experiment,
it was not a problem of its accuracy. On the contrary,
the precision was fantastic: Davis was able to extract
every single radioactive Ar atom from 105 gallons of his
tetrachloroethylene detector, that is from 2.35 × 1030

molecules. And the discrepancy found was too big to be
explained by measurement errors anyway.

C. Oscillations

Interestingly, the idea of neutrino oscillations came
much earlier by Pontecorvo, in 1958, and was motivated
by analogy with oscillations of K0/K̃0 mesons. That time,
it was only about ν ↔ ν̃ transitions. A particle mixture
theory of neutrino assuming the existence of two kinds of
neutrinos was proposed by Maki, Nakagawa and Sakata
in 1962 [1]. However, it was the Solar Problem, which
move this theory into full swing. In 1968 Pontecorvo
tried to explain the deficit of electron neutrinos by their
possible oscillation into another neutrino type. Finally,
as if our progress really goes in a circle, it is interesting to
note, that the Solar Problem was finally explained not by
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neutrino oscillations but rather by the Mikheyev-Smirnov-
Wolfenstein (MSW) effect: the non-oscillatory effect of
the surrounding matter onto the passing neutrino (see
Smirnov [2]).

II. SIMPLE TWO-STATE MODEL

Let us consider an easy only two-neutrino model, for
example, with νe and νχ neutrinos, where νe is an electron
neutrino and νχ is of another type. This also happens to
be rather practical for many experiments, where only one
neutrino type is analyzed, while others are combined in
a group. Let us denote the state of the system at time t
as |ν(t)〉, neutrino interaction eigenstates as |να〉 where
α = e, χ, and neutrino mass eigenstates as |νk〉 where
k = 1, 2 with m2 > m1. We introduce these latter states
as a hypothesis to explain the oscillation effect. The mass
states do not participate in any interaction, apart from
the gravitation, so that we can deduce them only as a su-
perposition of interaction states. The way to reveal them
directly would be only through the gravitational force,
which is almost negligible in particle experiments. How-
ever, they might be good candidates for sterile neutrinos,
exotic particles some experiments are looking for.

Let the unitary operator for state transitions Uαk to be

Uαk =

(
cos θ − sin θ
sin θ cos θ

)
, (5)

where θ is the mixing angle. Let the state at time 0
to be a pure electron neutrino: |ν(0)〉 = |νe〉. We also
consider that once a neutrino is created there are no
interactions anymore, and our mass eigenstates propagate
in time as free particles. Finally, we use units to satisfy
~ = c = 1 and only one spacial coordinate x for simplicity.
It turns out that at time 0 our pure electron state is
already a mixture of mass eigenstates:

|ν(0)〉 = |νe〉 = Uek |νk〉 , (6)

where we use Einstein summation on repeated index
k. Further on, the mass eigenstates propagate as free
particles and get phase factors like any other stationary
wave function:

|ν(t)〉 = Uek · ei(pkx−Ekt) |νk〉 . (7)

As we know, a superposition of stationary functions is
not a stationary function, where phase factors determine
the time-dependence of its parameters and probabilities.
Let’s consider the amplitude of the νe → νχ transition
Aχ←e:

Aχ←e = 〈νχ|ν(t)〉
= 〈Uχjνj |Uekνk〉 · ei(pkx−Ekt)

= U∗χj 〈νj |νk〉Uek · ei(pkx−Ekt)

= Uχk · Uek · ei(pkx−Ekt)

(8)

Now, from Eq. (5) follows Uχ1 · Ue1 = −Uχ2 · Ue2 =
1
2 sin 2θ. Then Eq. (8) turns into:

Aχ←e =
1

2
sin 2θ · (ei(p1x−E1t) − ei(p2x−E2t)). (9)

Now, we’ll try to extract the time dependence. Let’s
write pk and Ek as:

p1 = p−∆p E1 = E −∆E (10)

p2 = p+ ∆p E2 = E + ∆E.

Substituting Eq. (10) into Eq. (9) we get:

Aχ←e =
1

2
sin 2θ · ei(p·x−E·t)

× (e−i(∆p·x−∆E·t) − ei(∆p·x−∆E·t))

= −i · sin 2θ · ei(p·x−E·t) · sin (∆p · x−∆E · t).
(11)

We get a general expression for the oscillation phase:

∆φosc = ∆p · x−∆E · t. (12)

At this point many introductory texts select either ∆p
or ∆E equal to 0. The motivation, in spite of physically
incorrectness, is due to simplicity and to getting surpris-
ingly the right answer. For example, in Griffiths [3] we
find ∆p = 0 and for m� E we get

E ≈ p+
1

2

m2

p
⇒ ∆E = ∆m2/4E, (13)

where ∆m2 = m2
2 − m2

1. Finally, the transition am-
plitude from Eq. (11) up to the common phase factor
becomes:

Aχ←e ∼ sin2θ · sin (
∆m2

4E
t). (14)

In other words, we get an oscillation phase in the as-
sumption of ∆p = 0:

∆φ∆p=0 =
∆m2

4E
t. (15)
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In terms of distance in SI units, this would give us
an expression for the oscillation length, the distance, at
which the conversion from one neutrino flavor to another
is maximal, `osc:

`osc[km] = 1.24× E[GeV ]/∆m2[eV 2]. (16)

Figure 1 below illustrates how two mass eigenstates,
ν1 and ν2 interfere at the beginning of νe creation, at a
distance 1

2`osc and at `osc. At the beginning, both waves
are shifted by π, hence the νe. Then the phase difference
tends to decrease to 0, thus forming νχ.

Figure 1. Interference of ν1 and ν2 at different distances (the
three plots at the top). Below is the probability of conversion
νe to νχ. The mixing angle θ is taken 45◦, neutrino energy
10 keV , ∆m2 = 1 eV 2

III. WAVE PACKET APPROACH

The condition ∆p = 0 is, in fact, not convincing. It
suggests that each of the neutrino mass eigenstates is
an infinite plane wave, which contradicts the nature of
neutrinos being created in one place, propagated, and
detected elsewhere. However we still need a notion of
interference in some space interval, where de Broglie waves
of different neutrinos mix to produce the oscillation effect.
A feasible solution would be to use the idea of wave
packets to represent the neutrino states.

Let’s consider each neutrino mass eigenstate as a wave
packet with its mean momentum pk, energy Ek and group
velocity vgk = ∂Ek

∂pk
. Each has spatial and momentum

uncertainties, σxk and σpk, related to each other like
σxk ∼ 1/σpk. For simplicity, we assume that these un-
certainties do not depend on the neutrino type k. A
very detailed treatment can be found in Akhmedov &
Smirnov [4].

A. Oscillation conditions

The wave packet approach helps not only to represent
the oscillation process in a more realistic way, it also
helps to find out some conditions or restrictions under
which the oscillations could be observed.

If we want to observe oscillations, that is the interfer-
ence of the two mass eigenstates, their difference in energy
and momentum must be smaller than the uncertainties
of the corresponding wave packet parameters:

∆E � σE ∆p� σp. (17)

Conversely, if any of these two conditions is violated,
the wave packet would serve, at least, potentially as a
high-precision energy probe to distinguish between the
mass eigenstates. One can also see this when ∆p written

as ∆p ∼ ∆m2

E , so that

∆p� σp ⇒ ∆m2 � E · σp. (18)

Taking into account σx ∼ 1/σp and `osc from Eq. (16),
it may also be written as

σx � `osc. (19)

This is the so-called localization condition for neutrino
production and detection [4]. It just says that both wave
packets should be within the uncertainty range related to
their mass difference.

The other is the coherence condition. It comes from
the fact that two wave packets having different group
velocities will go sooner or later apart, so that any inter-
ference between them becomes negligible. One can write
a condition for coherence as

∆vg/vg · L� σx, (20)

where L is the distance traveled by neutrino in time
L/vg. After approximating ∆vg and vg as:

∆vg ∼ ∆m2/E2 vg ∼ p/E, (21)

the coherent condition becomes

∆m2

Ep
· L� σx, (22)

which, in turn, using the oscillation length from Eq. (16)
can be written as:

L� p · `oscσx, (23)
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where the right part is called the coherence length `coh.
Finally, the condition takes form:

L� `coh, (24)

which puts a limit to the distance at which oscillations
can be observed.

B. Oscillation formula again

The wave packet approach can also solve the puzzle
why the simple plane wave model could get the right
expression (14) for the oscillation transition amplitude.
Let’s take the correct formula for the oscillation phase
∆φosc in Eq. (12) . This time, we present its ∆E as:

∆E ≈ ∂E

∂p
∆p+

1

2

∂E

∂m2
∆m2, (25)

where in ∂E
∂p we recognize the averaged group velocity

vg of both wave packets. Our ∆φosc then becomes

∆φosc = (x− vgt)∆p−
∆m2

4E
t. (26)

In the second term on the right we see ∆φ∆p=0 from
Eq. (15), which now describes the mixing of the point-like
neutrinos, as if they we moving with vg = x/t. The first
term shows the phase correction, ∆φcor, due to the wave
packet model. Now we need to understand how large
this correction is. The x − vgt factor is determined by
the wave packet σx ∼ 1/σp, beyond this limit the wave
packet is vanishing. This gives us under the conditions
from Eq. (17)

∆φcor = (x− vgt) ·∆p ∼ σx∆p ∼ ∆p/σp � 1. (27)

Finally, we have for ∆φosc:

∆φosc = ∆φcor −∆φ∆p=0 ≈ −∆φ∆p=0. (28)

Thus, our previous formulas for the transition ampli-
tude in Eq. (14) and the oscillation length in Eq. (16) re-
main valid in spite of arguable assumptions under which
they were originally derived.

IV. DISCUSSION

The wave packet approach may be considered as an
overkill: many neutrino oscillation characteristics can be
derived from the plane wave model and quite precisely at
that. However, it is only from wave packets that we can
understand what actually happens and what conditions

are necessary to fulfill to observe the effect of oscillations.
Let’s take two examples. It were experiments with β–
decay from where the history of physics of neutrino started
and since a long time they have been using as a tool to
estimate the absolute value of the neutrino masses. These
experiments are very delicate, require precise measure-
ment and long time, but they are comparatively cheap
and could be performed almost in any decent laboratory.
Recently it was suggested to use a β–decay experiment to
search for an exotic, if not hypothetical, heavy neutrino.
In particular, it was suggested to find specific changes
in the shape of the electron spectrum, which might be
caused by oscillation νe → νχ with the sterile neutrino
mass of at least a few tens of keV .

Now, as we can see from the localization condition in
Eqs. (17) – (19), the precision of our energy measurement
must be at least by one order of magnitude higher than
1 keV . However, the resolution of the electron spectrum
in β–decay experiment is of order of 1 eV . This gives
us an upper limit on masses of hypothetical neutrino to
be measured here. On the other hand, sterile neutrinos
being so light would hardly produce any changes in the
spectrum. The perspective of the such an experiment
looks rather discouraging.

The same localization condition also puts restrictions
on the size of the experimental setup. If the source of
neutrinos is a container with radioactive particles, like
tritium, and has a size of ∼ 1m, the registration device,
according to Eq. (19), must be over meters away to
observe any oscillation effects.

Another example is related to the coherent condition
in Eq. (24). Depending on the solar neutrino energy,
their corresponding `coh varies from few hundreds of
kilometers to several solar radii [2]. Therefore it is not
oscillations that affect the neutrino flavor composition
but rather other mechanisms (in this case it is due to the
MSW effect).

Even more this applies to the case of supernova
neutrinos. The distances they have to travel are beyond
any possible coherent length. This leads to averaging
over all three neutrino mass states, which would give us
roughly 1/3 for each neutrino flavor.

One more interesting point mentioned in [4]. The coher-
ence effect is not only restrictive but also ensures we have
the same neutrino at distances close to its production and
where the oscillation effect is still negligible. The absence
of the coherence would mean averaging over all mass
eigenstates, which would lead to non–conservation of the
neutrino flavour almost immediately after its generation.
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The partition function for systems in thermodynamic equilibrium is of fundamental importance,
since classical thermodynamics can be constructed from it. We will use simple quantum models to
find the energy levels of monatomic and diatomic molecules, and from these energies we will write
the molecular partition function and then the partition function for monatomic and diatomic ideal
gases. Finally we will obtain the equation of state of the ideal gases from the partition function,
establishing a connection between microscopic phenomena governed by quantum mechanics and the
macroscopic phenomena described by classical thermodynamics.

I. INTRODUCTION

“The volume of a given amount of gas is directly pro-
portional to the number on moles of gas, directly propor-
tional to the temperature and inversely proportional to the
pressure.” In this article we will obtain this law based on
the principles of statistical mechanics. To do this, we will
define the properties of a thermodynamic system based
on the occupation of its energy states. In this way we will
arrive at a fundamental relationship between the energy
states and the probability that the system is in one of
them in particular (Eq. 4). This relationship will allow
us to define the partition function of a system. Then we
will see that from this function the thermodynamic state
functions of the system can be obtained. To obtain the
partition function it will be necessary to know the energy
states, so we will use quantum mechanics to find the so-
called molecular partition function from simple models.
Finally, we will use the partition function obtained to
write the energy, the heat capacity and the equation of
state for ideal monatomic and diatomic gases.

II. THE PARTITION FUNCTION AND THE
THERMODYNAMIC STATE FUNCTIONS

A. Temperature

In classical thermodynamics, temperature is defined
by zeroth law of thermodynamics [3]. In statistical me-
chanics, we will define the temperature in an analogous
way. Consider two systems in contact with each other
through a diathermic wall and both separated from the
rest of the universe by means of an adiabatic wall. After a
sufficiently long time, the systems will reach equilibrium,
leaving each of them with fixed energies E1 and E2. Sys-
tem 1 will be in one of the Ω1(E1) possible microstates
and system 2 will be in one of the Ω2(E2) possible mi-
crostates, therefore the complete system can be in one of
a total of Ω1(E1)Ω2(E2) microstates (a microstate is the
detailed specification of a microscopic configuration of a
state). From the principles of statistical mechanics it can
be seen that the thermodynamic state (macrostate) that
is associated with a greater number of microstates is the
most probable macrostate (a macrostate is characterized

by being determined by a finite number of variables, such
as pressure, volume, number of particles, etc.). Then we
try to maximize the product Ω1(E1)Ω2(E2) for a certain
division of energy. Mathematically it is expressed as

d

dE1
(Ω1(E1)Ω2(E2)) = 0 (1)

From Eq. 1 it follows that

d ln Ω1

dE1
=
d ln Ω2

dE2
(2)

This relationship defines a common property that all
systems have in thermal equilibrium with each other,
known as temperature T :

1

kBT
=
d ln Ω

dE
(3)

where kB is the Boltzmann constant [4].

B. The Boltzmann factor and the partition
function

Consider a canonical ensemble formed by a system in
thermal contact with a huge reservoir at temperature T ,
isolated from the rest of the universe. Suppose that for
each energy Ej of the system there is only one microstate.
The system plus the reservoir have a fixed energy and the
condition that all microstates are equally likely is met.
Then the probability p(j) that the system has the energy
Ej is

p(j) =
e−Ej/kBT∑
i e
−Ei/kBT (4)

where Ej is the energy of the microstate j and T is the
temperature of the reservoir.

The probability distribution that defines is known as
canonical distribution or Boltzmann distribution. The
term e−Ej/kBT is known as the Boltzmann factor [4].

If the system has a fundamental state with some energy
and excited states with energy that increase with the
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level number, then the ground state is the one that is
more likely to be occupied and the excited states have
decreasing probabilities, depending on the ratio between
your energy and the energy kBT [5].

The expression

Z =
∑

i

e−Ei/kBT (5)

is known as partition function. Its tremendous impor-
tance lies in the fact that, as we will see later, know-
ing the partition function of a system it is possible to
express mathematically the thermodynamic functions of
state. The key to knowing the partition function is to
determine for each particular system (gas composed of
diatomic molecules, for example) the available states and
their corresponding energies. For this purpose, the tools
provided by quantum mechanics must be used [1] [4].

C. Entropy

In a microcanonical ensemble, the systems that com-
pose it have the same fixed energy. A macrostate can
be associated with different microstates; assuming that
within a microcanonical ensemble we have a particular
macrostate with fixed energy and that Ω is the number
of microstates associated with the macrostate, we define
the entropy S of the system as [4]

S = kB ln Ω (6)

Now considering a system that has N different equally
probable microstates, which can be divided into sub-
systems (macrostates) with ni microstates in the i-th
macrostate, and pi is the probability of finding the sys-
tem in macrostate i, the general definition of entropy is

S = −kB
∑

i

pi ln pi (7)

From this expression, we can deduce Eq. 6 and is en-
tirely compatible with the classical definition of entropy
[1] [4] [6].

D. Obtaining state functions

To obtain the state functions from the partition func-
tion we will initially calculate the internal energy U and
the entropy S, and then the other variables, Helmholtz
function F , pressure p, enthalpy H, Gibbs function G
and heat capacity at constant volume CV , from their re-
lations to each other. The internal energy is calculated
as the average of all the possible states of the system

U =
∑

i

piEi =

∑
iEie

−βEi
∑
i e
−βEi (8)

where we define

β =
1

kBT
(9)

Eq. 8 is equivalent to

U = −d lnZ

dβ
(10)

that is

U = kBT
2 d lnZ

dT
(11)

From Eq. 7 and Eq. 4 we get

S =
U

T
+ kB lnZ (12)

that is

S = kB lnZ + kBT (
∂ lnZ

∂T
)V (13)

Then from the relationships between thermodynamic
variables [4]

F = U − TS = −kBT lnZ (14)

p = −(
∂F

∂V
)T = kBT (

∂ lnZ

∂V
)T (15)

H = U + pV = kBT

[
T (
∂ lnZ

∂T
)V + V (

∂ lnZ

∂V
)T

]
(16)

G = F + pV = kBT

[
− lnZ + V (

∂ lnZ

∂V
)T

]
(17)

CV = (
∂U

∂T
)V = kBT

[
2(
∂ lnZ

∂T
)V + V (

∂2 lnZ

∂T 2
)V

]
(18)

III. THE PARTITION FUNCTION FROM
MICROSCOPIC PROPERTIES

So far we have expressed the fundamental state vari-
ables of thermodynamics from the partition function.
The challenge now is to calculate the partition function
for the system we are studying. This article deals with
ideal gases, so we will focus on the systems of particles
(atoms or molecules) that are identical and do not inter-
act with each other.
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A. Partitioning function of a system of
independent and distinguishable particles

Consider a system of N independent and distinguish-
able particles enclosed in a volume V . The total energy
of the system, Ei1,i2···iN , will be

Ei1,i2···iN = Ea1
i1

+ Ea2
i2

+ · · ·+ EaNiN (19)

where E
aj
ij

is the energy of the particle aj in the state
ij .

The partition function is

Z =
∑

i1,i2···iN
e−Ei1,i2···iN /kBT

=
∑

i1,i2···iN
e
−(E

a1
i1

+E
a2
i2

+···+EaNiN )/kBT
(20)

Because the particles are distinguishable and indepen-
dent, the sums can be made on each index independently,
then

Z =
∑

i1

e−E
a1
i1
/kBT

∑

i2

e−E
a2
i2
/kBT · · ·

∑

iN

e
−EaNiN /kBT

= Zm,a1
Zm,a2

· · ·Zm,aN
(21)

where the functions Zm defined as

Zm =
∑

i

e−Ei/kBT (22)

are called molecular partition functions.
When the energy states of all the particles (atoms

or molecules) are the same, the partition function for
a system of independent and distinguishable atoms or
molecules is [1] [4] [5]

Z = (ZM )N (23)

B. Partitioning function of a system of
independent and indistinguishable particles

When the particles are independent and indistinguish-
able, the energy of the system is

Ei1,i2···iN = Ei1 + Ei2 + · · ·+ EiN (24)

In this case the partition function is

Z =
∑

i1,i2···iN
e−Ei1,i2···iN /kBT =

∑

(states)

e−Ei1,i2···iN /kBT

(25)

In this case the calculation is more complicated since
it is much more difficult to determine the different states
to perform the summation. Because the particles are
indistinguishable, the total summation cannot be sepa-
rated into a product of sums (one for each particle). If
the particles are fermions then they can not occupy the
same state simultaneously, then the elements of the same
index must be eliminated from the summation. If the
particles are bosons they can occupy the same state si-
multaneously. However, repeated configurations must be
eliminated from the summation. In the special case in
which the N particles (fermions or bosons) are always in
different energy states, of the N ! possible permutations
we must include only one in the summation. This condi-
tion is met when the number of available states is much
greater than the number of particles in the system (Boltz-
mann statistics). In such case the partition function for
a system of independent and indistinguishable atoms or
molecules is [1] [4] [5]

Z =
(Zm)N

N !
(26)

C. Ideal monatomic gas

The first step in finding the partition function of a
monatomic ideal gas is to write the molecular partition
function. In this case the total energy E will be

E = Etrans + Eelec (27)

where Etrans is the energy due to the translation move-
ment and Eelec is the energy corresponding to the elec-
tronic levels. Due to these contributions the molecular
partition function Zm will be:

Zm = Ztransm Zelecm (28)

For translational energy we propose a simple well
model of infinite cubic potential of side a. Translational
energy is

Etrans =
h2

8ma2
(n2
x + n2

y + n2
z) nx, ny, nz = 1, 2, · · ·

(29)
where h is the Planck constant, m is the mass of the

atom and (nx, ny, nz) are the quantum numbers corre-
sponding to each Cartesian axis of the well [2].

The translational contribution to the molecular parti-
tion function will be

Ztransm =
∞∑

nx=1

∞∑

ny=1

∞∑

nz=1

e
1

kBT
h2

8ma2 (n2
x+n2

y+n2
z)

(30)
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Or, as the summations are independent

Ztransm = (

∞∑

n=1

e
1

kBT
h2n2

8ma2 )3 (31)

Each term of the sum is the area of a rectangle of

base 1 and height e
1

kBT
h2n2

8ma2 so the infinite sum can be
approximated with an integral [5]

Ztransm = (

∫ ∞

0

e
1

kBT
h2n2

8ma2 dn)3 (32)

whose result is

Ztransm = (
2πmkBT

h2
)

3
2V (33)

where V is a3 [1].
The electronic contribution to the molecular partition

function is

Zelecm =
∑

level i

gie
1

kBT
Eei (34)

where gi is the degeneracy and Eei is the energy of
level i. The sum is not done on the states but on all the
energy levels. You can choose the reference level of the
electronic energy in such a way that Ee1 = 0, then

Zelecm = g1 + g2e
1

kBT
Ee2 + · · · (35)

Finally, from Eq. 26 and 28 we get to the expression
of the partition function for an ideal monoatomic gas [1]

Z =

[
( 2πmkBT

h2 )
3
2V · (g1 + g2e

1
kBT

Ee2 + · · · )
]N

N !
(36)

D. Ideal diatomic gas

The total energy of a diatomic molecule is

E = Etrans + Eelec + Evib + Erot (37)

where to the translational Etrans and electronic Eelec

energies defined for the monoatomic molecule, the inter-
nuclear vibrational energy Evib and the rotation energy
of the molecule Erot are added. To each energy corre-
sponds a molecular partition function Ztransm , Zelecm , Zvibm
and Zrotm respectively. Using again the model of an infi-
nite potential cubic well of side a, the translational con-
tribution will be

Ztransm = (
2πmkBT

h2
)

3
2V (38)

where m = m1 +m2 is the mass of the molecule. The
electronic contribution is written

Zelecm = g1e
De
kBT + g2e

1
kBT

Ee2 (39)

where −De is the ground state energy and Ee2 is the
energy of the first excited state. g1 and g2 are the de-
generacies. −De is the minimum internuclear potential
energy when the atoms of the molecule are in their fun-
damental electronic state [1] [8].

The atomic nuclei vibrate with each other. The in-
ternuclear potential energy can be approximated with a
Morse potential similar to the one shown in Fig. 1.

FIG. 1: Morse potential

For small amplitudes, molecular vibrations can be
modeled as a quantum harmonic oscillator. In such a
case, the vibrational energy Evib will be [2]

Evib = h̄ω(v +
1

2
) v = 0, 1, 2 · · · (40)

The vibrational contribution to the molecular partition
function is

Zvibm =
∞∑

v=0

e
1

kBT
h̄ω(v+ 1

2 )
= e

h̄ω
2kBT

∞∑

v=0

(e
h̄ω
kBT )v (41)

Defining the vibrational temperature as

Θvib =
h̄ω

kB
(42)

and solving the geometric series in Eq. 41 we get [1]

Zvibm =
e−Θvib/2T

1− e−Θvib/T
(43)
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To calculate the rotation energy, we consider a simple
model where atoms are point masses m1 and m2 located
at fixed distances r1 and r2 from their center of mass .

The effect of vibration is neglected, therefore the dis-
tances are fixed and the model is known as a rigid rotor.
The energy of the molecule is purely kinetic, therefore
the Hamiltonian operator Ĥ will be

Ĥ =
h̄2

2µ
∇2 (44)

where µ is the reduced mass of the molecule. Express-
ing the Laplacian in spherical coordinates we arrive at
an expression of the Schrödinger equation similar to that
corresponding to the angular part of the hydrogen atom,
from which the rotational energy Erot is obtained as [2]

Erotl =
h̄2

2I
l(l + 1) l = 0, 1, 2, · · · (45)

where I is the moment of inertia of the molecule that
is calculated by the expression

I = µr2 (46)

Analogous to the case of hydrogen, degeneracy is

gl = 2l + 1 (47)

Then the rotational contribution to the molecular par-
tition function will be

Zrotm =
∑

nivell

gle
− 1
kBT

Erotl =

∞∑

l=0

(2l + 1)e
Θrot
T l(l+1) (48)

Approximating this sum by an integral we obtain

Zrotm =

∫ ∞

0

(2l + 1)e
Θrot
T l(l+1)dl (49)

For this approximation to be valid, the integrand must
encompass many values of l with significant contributions
to the integral. The condition of validity then is

Θrot

T
� 1 (50)

Calculating the integral we get to [1]

Zrotm =
T

Θrot
(51)

This equation is valid only for a heteronuclear diatomic
molecule. For a homonuclear diatomic molecule, the ro-
tation of the molecule by 180o takes the molecule to a

configuration that can not be distinguished from the orig-
inal configuration. This leads to an excessive count of the
accessible states. To correct this, we divide the parti-
tion function by σ, which is called the symmetry number,
which is equal to the different number of ways in which a
molecule can be put into identical configurations by ro-
tations [1] [5]. Therefore, the rotational contribution to
the molecular partition function is written

Zrotm =
T

σΘrot
(52)

where σ = 1 for a heteronuclear diatomic molecule and
σ = 2 for a homonuclear diatomic molecule [1]. Multi-
plying the different contributions, the molecular partition
function of a diatomic molecule will be

Zm = (
2πmkBT

h2
)

3
2V · T

σΘrot
· e−Θvib/2T

1− e−Θvib/T
·g1e

De
kBT (53)

Finally, the expression of the partition function for an
ideal diatomic gas is [1]

Z =

[
( 2πmkBT

h2 )
3
2V · T

σΘrot
· e−Θvib/2T

1−e−Θvib/T
· g1e

De
kBT

]N

N !
(54)

E. Condition of validity of the Boltzmann
distribution

For the equations of the ideal gas partition functions
to be valid, it must be satisfied that the number of avail-
able states is much greater than the number of particles
in the system. From the quantum point of view, each
molecule of a gas is a wave packet whose spatial extent
is characterized by the de Broglie wavelength λ0

λ0 =
h

p0
(55)

where p0 is the average momentum of the molecule and
h is the Planck constant [6].

The kinetic energy of an ideal monoatomic gas in equi-
librium at temperature T is

p2
0

2m
=

3

2
kBT (56)

thereby

λ0 =

√
h2

3mkBT
(57)
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We define a quantity of the same order of magnitude
as λ0 called thermal wavelength λth:

λth =

√
h2

2πmkBT
(58)

If the distance between molecules is less than λth, the
wave packets will overlap and non-classical phenomena
will occur. Hence the upper limit of the number density
of particles for the classical regime is a particle in a vol-
ume λ3

th . Such a number density is represented by the
symbol nQ and is called quantum concentration:

nQ =
1

λ3
th

(59)

Using these quantities Ztransm for ideal monoatomic or
diatomic gases can be written

Ztransm = V nQ =
V

λ3
th

(60)

Therefore, the smaller the numerical density n of the
gas with respect to the quantum concentration nQ, the
greater the number of available states, consequently the
condition of validity will be [4] [6] [7]

n =
N

V
� nQ (61)

IV. PROPERTIES OF IDEAL MONATOMIC
AND DIATOMIC GASES

A. Molar heat capacity

To calculate the molar heat capacity C̄V we make N =
NA, where NA = 6.022×1023 mol−1 is the Avogadro con-
stant and we use the universal gas constant R = NAkB .
It is convenient to first calculate the molar energy Ū and

then make use of the formula C̄V = (dŪdT )N,V . For an
ideal monatomic gas we combine Eq. 11 and 36. If we
ignore the contributions of the excited electronic levels,
we get

Ū =
3

2
RT (62)

C̄V =
3

2
R (ideal monatomic gas) (63)

For an ideal diatomic gas we combine Eq. 11 and 54
and obtain

Ū =
5

2
RT +R

Θvib

2
+R

Θvibe
−Θvib/T

1− e−Θvib/T
−NADe (64)

It is interesting to note that if T = 0 the energy of the
gas would be

Ū(T = 0) = R
Θvib

2
−NADe = NA(

h̄ω

2
−De) = −NAD0

(65)
where

D0 = De −
h̄ω

2
(66)

is the dissociation energy of the molecule [7] [8]. It
is noted that even at the absolute zero of temperature
the molecule vibrates in its fundamental mode and the
minimum energy necessary to separate the atoms (D0) is
smaller than the depth of the potential well (De).

From Eq. 64 we get [1]

C̄V =
5

2
R+R(

Θvib

T
)2 e−Θvib/T

(1− e−Θvib/T )2
(ideal diatomic gas)

(67)

B. The ideal gas law

The gas pressure is calculated from Eq. 15

p = kBT (
∂ lnZ

∂V
)T (68)

For ideal gases this equation can be written as

p = NkBT (
∂ lnZm
∂V

)T (69)

From Eq. 36 and 54 we see that for both monatomic
and diatomic molecules the molecular partition function
has the form

Zm = f(T )V (70)

Then

lnZm = ln f(T ) + lnV (71)

From where you get

p =
NkBT

V
(72)

which is the equation of state for ideal gases [1] [4] [8].
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V. CONCLUSION

The principles of statistical mechanics are simple.
That characteristic makes them very general; they can
be applied to any system of many particles. And as we
saw briefly, it is possible to build classical thermodynam-
ics from them. For this, a fundamental physical quantity
is defined: the partition function. This function encapsu-
lates all the information about the macroscopic (measur-
able) variables of the system. But statistical mechanics
goes beyond classical thermodynamics because it allows
us to give a more profound explanation of certain state
functions (for example associating entropy with disorder
or lack of information) and bridges the macroscopic and
the microscopic by allowing us concretely calculate the
partitioning function from the fundamental principles of
quantum mechanics. We have seen an example of this
when applying these concepts to the ideal monatomic

and diatomic gases. Some expressions obtained, e.g. the
heat capacity, are approximate; they can be improved
by using more complex models (for example, considering
the higher-order terms in the mathematical expansion of
the Morse potential). But beyond the complexity of the
models, the sophistication of the mathematical tools and
the rigor that we apply in our analyzes, at the end of
the journey it must be concluded that: “The volume of a
given amount of gas is directly proportional to the number
on moles of gas, directly proportional to the temperature
and inversely proportional to the pressure.”
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Abstract

The free-particle Schrödinger equation is structurally identical to the
diffusion equation, which allows us to deduce the Green function or the
propagator directly from the solution to the diffusion equation. Build-
ing on top of the free-particle propagator, we motivate Feynman’s path
integral formulation of quantum mechanics and derive the configuration
space path integral for an arbitrary potential. To show one of the many
uses of path integral, we take the example of the quantum harmonic os-
cillator (QHO) as an exactly solvable path integral problem and recover
the energy levels En and the eigenfunction squared |φn(x)|2.
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1 Schrödinger’s Equation as a Complex Diffu-
sion Process

Before we discuss path integral, let us take a detour and look at Schrödinger’s
equation from a different perspective. To start with, we discuss the diffusion
equation1:

∂p

∂t
= D∇2p (1)

where D is some diffusion constant. The p term here can be thought of as
describing the concentration or density of some molecules that evolve in time.
One way to “derive” the diffusion equation (1) is by postulating a formula for
the flux of the diffusion process: −D∇p where D is some positive constant (This
is Fick’s Law). This makes sense, because the direction of −D∇p always points
from higher concentration to lower concentration, justifying the physical picture
of the diffusion process. Next, one can then demand conservation of probability
(concentration) so that

∂p

∂t
+∇ · (flux) = 0

Plugging in the flux term −D∇p, one readily obtains equation (1).
The physical intuition of the diffusion equation should be clear after dis-

cussing the following example. If at t = 0, we put a small blob of molecules at
x = 0 (let’s do this in 1-dimension), then we would expect the concentration
to approximate a delta function at t = 0: p(x, t = 0) = δ(x). As t increases,
however, the concentration “spreads out” evenly along both sides of x = 0 due
to diffusion. In fact, there is an analytical solution to this process for a delta
source at t = 0 and x = 0:

p(x, t) =
1√

4πDt
exp

{
− x2

4Dt

}
(2)

From the above solution, we see that p is a normalized Gaussian distribution
peaked at x = 0. The peak gets higher and higher as t gets closer and closer to
0, thereby approximating a delta source at t = 0. By translational invariance of
the diffusion equation, if we put the delta source at x = x′ rather than at x = 0
initially, the solution can be readily written down from eqn (2):

p(x, t) =
1√

4πDt
exp

{
− (x− x′)2

4Dt

}
(3)

In fact, the above eqn is precisely the Green function G(x, x′, t) for the
diffusion equation2, since we solved it for a delta source. Therefore, if we specify

1The discussion of the diffusion equation follows largely that of [1].
2More precisely speaking, the constraint here is that the initial condition is specified at

t = 0, for otherwise the Green function will depend on the time difference t− t′.
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an arbitrary source at t = 0, say p(x, t = 0), then the full solution at t is

p(x, t) =

∫ +∞

−∞
G(x, x′, t)p(x′, t = 0)dx′

=

∫ +∞

−∞

1√
4πDt

exp

{
− (x− x′)2

4Dt

}
p(x′, t = 0)dx′ (4)

The reason we spend so much time discussing the diffusion equation is that
the free-particle Schrödinger equation can be thought of as a complex diffusion
process. Indeed, from the free-particle Schrödinger equation:

∂Ψ

∂t
=

i~
2m
∇2Ψ (5)

one readily sees that the “complex diffusion constant” here equals i~/2m, upon
comparing with eqn (1). Therefore, solving the free-particle Schrödinger’s equa-
tion is equivalent to solving the diffusion equation, which we have already done!
To translate everything from diffusion to quantum mechanics, we can simply re-
place every D with i~/2m in all of the above equations. Hence, the Schrödinger
Green function U , which is more commonly termed the free-particle propagator,
takes the following form (using eqn (3)):

U(x, x′, t, t′) =

√
m

2πi~(t− t′) exp

{
im

(x− x′)2
2~(t− t′)

}
(6)

2 Generalization to Path Integral

Before we define what path integral is, we mention that one of the many uses of
path integral is that it helps us calculate the propagator3 (an example is eqn (6))
for arbitrary potentials4. Indeed, the analogy with the diffusion equation fails
when one adds a potential term to the Schrödinger equation, and eqn (6) will no
longer be a valid propagator. In the following, we shall see how one can deduce
the general property of the propagator by assuming an arbitrary potential. For
the sake of computational ease, we restrict ourselves to the 1-dimensional case.

Formally, we are interested in the form of the position space wave function
of |Ψ(t)〉, given the initial ket |Ψ(t′)〉 at some time t′. We know that these
two states are related by the time evolution operator (for any time-independent
Hamiltonian H)

|Ψ(t)〉 = exp

{
− i
~
H(t− t′)

}
|Ψ(t′)〉

In general, the Hamiltonian H might have time dependence. To make any
further progress in our calculation, we can assume that the difference in time

3The derivation of path integral follows largely that of [2] and [3].
4Having obtained the propagator, the Schrödinger equation is essentially solved, since we

can write down the solution at all x and t ≥ t0 once we know the initial condition at t = t0.
This is why we care about the propagator
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ε ≡ t − t′ is so small that to first order in ε any Hamiltonian H (be it time-
independent or not) will result in the following evolution operator:

|Ψ(t)〉 = exp

{
− i
~
Hε

}
|Ψ(t′)〉

The wave function 〈x|Ψ(t)〉 can then be obtained by inserting a complete
set of position basis:

〈x|Ψ(t)〉 =

∫ +∞

−∞
〈x| exp

{
− i
~
Hε

}
|x′〉 〈x′|Ψ(t′)〉 dx′

Defining the position space wave functions as Ψ(x, t) = 〈x|Ψ(t)〉, the above
equation becomes

Ψ(x, t) =

∫ +∞

−∞
〈x| exp

{
− i
~
Hε

}
|x′〉Ψ(x′, t′)dx′

Therefore, the infinitesimal propagator can be read directly from the above
equation:

U(x, x′, ε) = 〈x| exp

{
− i
~
Hε

}
|x′〉 (7)

How do we calculate U(x, x′, ε)? In fact, we have already done half of the
job. In the previous section, we calculated the free-particle propagator (see
eqn (6)), which we copy here by making contact with the quantum-mechanical
definition:

〈x| exp

{
− i
~
p2

2m
ε

}
|x′〉 =

√
m

2πi~ε
exp

{
im

(x− x′)2
2~ε

}
(8)

Since H = p2

2m + V (x), we’ve yet to calculate the contribution from V (x).
To do so, we note that

exp

{
− i
~
εH

}
= exp

{
− i
~
p2

2m
ε

}
exp

{
− i
~
εV (x)

}
+O(ε2)

where the higher order terms result from taking the commutator as in eA+B =
eAeBe−1/2[A,B] + .... Substituting this expression into (7), and noting that |x〉
is an eigenket of V (x), we have, to first order in ε,

U(x, x′, ε) = 〈x| exp

{
− i
~
p2

2m
ε

}
exp

{
− i
~
εV (x)

}
|x′〉

= exp

{
− i
~
εV (x′)

}
〈x| exp

{
− i
~
p2

2m
ε

}
|x′〉

=

√
m

2πi~ε
exp

{
im

(x− x′)2
2~ε

− i

~
εV (x′)

}
(9)
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where, in the last step, we plugged in the free-particle propagator from equation
(8). The infinitesimal propagator can be cast into a more illuminating form.
Factoring out iε/~ in the exponent, we obtain

U(x, x′, ε) =

√
m

2πi~ε
exp

{
iε

~

(
m

(x− x′)2
2ε2

− V (x′)

)}

=

√
m

2πi~ε
exp

{
iε

~

(
mv2

2
− V (x′)

)}
(10)

where v is the local speed at x′ defined as v′ = (x − x′)/ε in the small ε limit.
The quantity in the parenthesis is nothing other than the local Lagrangian5 at
x′, and hence

U(x, x′, ε) =

√
m

2πi~ε
exp

{
iε

~
L(x′)

}
(11)

Having computed the infinitesimal propagator, let us now consider a full-
scale problem: we want to calculate

U(x, x′, t) = 〈x| exp

{
− i
~
Ht

}
|x′〉

where t and x−x′ are no long assumed infinitesimal. The strategy is as follows:
we divide t intoN infinitesimal time intervals such that t = Nε and take the limit
N →∞ and ε→ 0. This allows us to break the finite propagator exp

{
− i

~Ht
}

into N infinitesimal propagators which we have already solved. Therefore,

U(x, x′, t) = 〈x| exp

{
− i
~
Hε

}
exp

{
− i
~
Hε

}
. . . exp

{
− i
~
Hε

}
|x′〉

where we have N infinitesimal propagators sandwiched between the initial and
the final state. To keep track of them, we relabel x → xN and x′ → x0, and
insert N complete sets of basis between each infinitesimal propagator:

U =

∫
. . .

∫
dxN−1 . . . dx1 〈xN | exp

{
− i
~
Hε

}
|xN−1〉 〈xN−1| exp

{
− i
~
Hε

}
|xN−2〉 . . . 〈x1| exp

{
− i
~
Hε

}
|x0〉

Now, each of the N infinitesimal propagators can be read from eqn (9), and
the final expression is

U(xN , x0, t) =
( m

2πi~ε

)N/2 ∫
. . .

∫
dxN−1 . . . dx1 exp

{
iε

~

N∑

i=1

(
m

(xi − xi−1)2

2ε2
− V (xi−1)

)}

=
( m

2πi~ε

)N/2 ∫
. . .

∫
dxN−1 . . . dx1 exp

{
iε

~

N∑

i=1

L(xi−1)

}
(12)

5Recall that the Lagrangian is defined as the kinetic energy minus the potential energy
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where L(xi−1) is the Lagrangian evaluated at xi−1. In the continuum limit as
N →∞ and ε→ 0, we can define the integration measure

∫ xN

x0

D[x(t)] ≡ lim
N→∞

( m

2πi~ε

)N/2 ∫
. . .

∫
dxN−1 . . . dx1

and notice that the sum in eqn (13) is turned into an integral:

lim
N→∞

exp

{
iε

~

N∑

i=1

L(xi−1)

}
= exp

{
iε

~
S[x(t)]

}

where S[x(t)] is the action
∫
Ldt of the path x(t) that begins at x0 and ends

at xN . Therefore, the propagator is (relabeling x0 and xN to some arbitrary
points x′ and x)

U(x, x′, t) =

∫ xN

x0

D[x(t)] exp

{
iε

~
S[x(t)]

}
(13)

Let us now discuss the physical significance behind this result. The above
equation, if we put it in words, says that the propagator can be found by sum-
ming over a pure phase for each possible path (be it physical or not) the particle
can take between x and x′ as long as the path starts at x′ at time t = 0 and
ends at x at time t. If each possible path contributes equally (the phases are
not weighted) to the result, then why do macroscopic objects always take the
classical least-action path? The reason is that the exponent S[x(t)]/~ for a mi-
croscopic object is so big that the oscillating phase leads to cancelations except
for near the stationary path where S[x(t)] is an extremum. This reasoning in
turn provides microscopic origin of the least-action principle found in classi-
cal mechanics: particles always follow the least-action path because only near
this path can we have constructive interference of phases. On the other hand,
microscopic objects such as electrons have small S[x(t)]/~ exponent that may
not oscillate as much, so we should not expect to find them follow classical
trajectories.

The above argument shows that the least action principle in classical me-
chanics emerges out of the path integral formulation. We now show that the
Schrödinger equation also emerges out of the path integral formulation, thereby
showing the equivalence between the path integral approach and the Schrödinger
equation approach to quantum mechanics6. If we are given Ψ(x, t′) at some time
t′, the Schrödinger equation tells us what Ψ looks like in the next instant if we
have the Hamiltonian. In the path integral formulation, this is done by using
the propagator. Consider the infinitesimal propagator in eqn (9). Suppose we
are given Ψ(x′, t′), then at the next instant t = t′+ ε, the wave function is given
as

Ψ(x, t) =

√
m

2πi~ε

∫ +∞

−∞
exp

{
im

(x− x′)2
2~ε

− i

~
εV (x′)

}
Ψ(x′, t′)dx′ (14)

6We’ve used the Schrödinger equation to derive the path integral formulation, so here all
we need to do is to see if the reverse can happen as well.
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For small ε, the first term in the exponent is large, and the integral will be
nonvanishing only for stationary phase, where x − x′ is small. This suggests
that we expand terms using ∆ = x− x′ and keep only terms to second order in
∆ and first order in ε, since the first exponent im(x− x′)2/(2~ε) suggests that
O(∆2) ∼ O(ε) if we want to have a small phase. To proceed, we note that

exp

{
− i
~
εV (x′)

}
≈ 1− i

~
εV (x)

Ψ(x′, t′) ≈ Ψ(x, t′)−∆
∂

∂x
Ψ(x, t′) +

∆2

2

∂2

∂x2
Ψ(x, t′)

Note that the first exponential has V (x′) changed into V (x) after expanding.
This is because ε multiplies V (x′), and so we can only keep the zeroth order
term in the expansion of V (x′), which gives us V (x). Plugging these into eqn
(14) and discarding higher order terms (and a term odd in ∆ which integrates
out to 0), we have

Ψ(x, t) =

√
m

2πi~ε

∫ +∞

−∞
exp

{
im

∆2

2~ε

}(
Ψ(x, t′) +

∆2

2

∂2

∂x2
Ψ(x, t′)− i

~
εV (x)Ψ(x, t′)

)
d∆

Note that we have substituted ∆ = x − x′ into the above equation. The
Gaussian integral is easily done, and the result is

Ψ(x, t) = Ψ(x, t′) +
iε~
2m

∂2

∂x2
Ψ(x, t′)− iε

~
V (x)Ψ(x, t′)

Rearranging, we obtain

i~
Ψ(x, t)−Ψ(x′, t)

ε
= − ~2

2m

∂2

∂x2
Ψ(x, t′) + V (x)Ψ(x, t′)

which gives exactly the Schrödinger equation when ε→ 0. This derivation shows
that the path integral formulation is equivalent to the Schrödinger equation.

2.1 Momentum Space Path Integral

Recall that, when we derived the full propagator in eqn (12), we inserted N
resolutions of identity in the position space

∫
|x〉 〈x| dx. We can also insert

resolutions of identity in the momentum space
∫
|p〉 〈p| dp. For example, for a

typical term of an infinitesimal propagator, we have (upon introducing both the
position space resolution and the momentum space resolution)

∫
. . . dp

∫
dx . . . |xi〉 〈xi| exp

{
− i
~
ε
p2

2m

}
|pi−1〉 〈pi−1| exp

{
− i
~
εV (x)

}
|xi−1〉 〈xi−1|

and it is easy to see that

〈xi| exp

{
− i
~
ε
p2

2m

}
|pi−1〉 〈pi−1| exp

{
− i
~
εV (x)

}
|xi−1〉
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reduces to
iε

~

[
pi−1

dxi−1
dt

− (
p2i−1
2m

+ V (xi−1))

]

in the continuum limit. But the quantity in the bracket is simply the familiar
Lagrangian written as the Legendre transform of the Hamiltonian H.

L = pẋ−H

Similar to what we did for the position space path integral, in this case we
have

U(x, x′, t) =

∫
DpDx exp

{
i

~

∫ t

0

(pẋ−H)dt

}
(15)

where DpDx define the continuum limit of the measure of integration, similar
to the one below eqn (12).

This section is brief, and it aims to show that there are other types of path
integral in addition to the standard configuration space integral. In fact, [3]
shows that there is more. There is also the coherent state path integral which
uses other forms of resolutions of identity.

3 Applications of Path Integral

In this section, we consider a few applications of path integral. In addition to
giving a closed-form solution of the propagator, path integral has at least the
following uses:

• It can calculate the energy levels of a system without diagonalizing the
Hamiltonian which is oftentimes hard[3][4].

• It can calculate the wave functions of a system without diagonalizing the
Hamiltonian which is oftentimes hard[3][4].

• It can perform semi-classical calculations (the bridge to classical mechanics
here is the action term in the amplitude eiS/~)[3].

• It can calculate the approximate Schödinger equation of a system (think
Born-Oppenheimer)[3].

• It can explain many physical experiments (quantum interference due to
gravity, diffraction, etc.)[2][4].

In this paper, we focus on the first application using the example of the
quantum harmonic oscillator. The reason we focus on this application is that
we will pick up useful computational techniques along the way. They will help
us tackle future problems such as the motion of charged particles in magnetic
field.
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3.1 Quantum Harmonic Oscillator, the Path Integral Ap-
proach

In 8.05, and in most of the standard quantum mechanics books, the quantum
harmonic oscillator (QHO) is solved using the operator method where we factor
the Hamiltonian. In this section, we consider extracting the energy levels of the
QHO using the path integral approach.

To make a general statement, the problem of QHO belongs to a broader
class of problems whose Lagrangian is at most quadratic[2]:

L(x) = a+ bx+ cx2 + dẋ+ eẋx+ fẋ2

Feynman [4] showed that this class of problem is exactly solvable, in the
sense that one can perform the path integral

U =

∫
D[x(t)] exp

{
i

~
S[x(t)]

}

and get the corresponding propagator U . The trick is to parameterize every
possible path by the deviation y(t) from the classical least-action path, denoted
by xc(t), rather than directly using the path variable x(t). This is encapsulated
in the following equation

x(t) = xc(t) + y(t) (16)

Since the endpoints of all paths are fixed, we have y(0) = y(t1) = 0 where 0 and
t1 denote the start and end time. This condition says that there is no deviation
from the endpoints of the paths. Having this equation, we can then expand the
action around the classical paths which follow the equation of motion. Then,
using the quadratic Lagrangian we have above, we can compute the action

S[x(t)] = S[xc(t) + y(t)]

=

∫ t1

0

L(xc(t) + y(t), ẋc(t) + ẏ(t))dt

=

∫ t1

0

(
L(xc(t), ẋc(t)) +

∂L

∂x
y(t) +

∂L

∂ẋ
ẏ(t) +

1

2

∂2L

∂x2
y2(t) +

1

2

∂2L

∂ẋ2
ẏ2(t) +

∂2L

∂x∂ẋ
y(t)ẏ(t)

)
dt

= Sc[x(t)] +

∫ t1

0

(
cy2(t) + fẏ2(t) + ey(t)ẏ(t)

)
dt (17)

where Sc[x(t)] is the classical least-action. Note that the terms linear in y and
ẏ cancel after integrating by parts and using the equation of motion. Since we
changed the variable from x(t) to y(t), the integration measure and range

∫
D[x(t)]

should change accordingly to ∫ 0

0

D[y(t)]
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The integration limits reflect the fact that there is no variation of the paths at
the endpoints. Therefore, using eqn (17), the path integral for this quadratic
class of problem can be written as

U = F (t1) exp

{
i

~
Sc[x(t)]

}
(18)

where F (t1) depends only on the the final time:

F (t1) =

∫ 0

0

D[y(t)] exp

{
i

~

∫ t1

0

(
cy2(t) + fẏ2(t) + ey(t)ẏ(t)

)
dt

}
(19)

Let us now find F for the QHO. The Lagrangian is

L =
1

2
mẋ2 − 1

2
mω2x2

suggesting that the only nonvanishing constants in our quadratic potential

ansatz are c = −mω2

2 and f = m
2 . Plugging this into eqn (19), we obtain

F (t1) =

∫ 0

0

D[y(t)] exp

{
i

~

∫ t1

0

(−mω2

2
y2(t) +

m

2
ẏ2(t)

)
dt

}
(20)

Feynman [4] solved this by using a Fourier series, noting that y(t) can be
expanded into

y(t) =
∑

n=1

an sin
nπt

t1

ẏ(t) =
π

t1

∑

n=1

nan cos
nπt

t1

This expansion makes sense, because the boundary condition y(0) = y(t1) =
0 is satisfied. The integral in the exponent and be performed by using the
orthogonality relation

∫ t1

0

sin
nπt

t1
sin

mπt

t1
dt =

∫ t1

0

cos
nπt

t1
cos

mπt

t1
dt = δn,m

t1
2

Thus,
∫ t1

0

(−mω2

2
y2(t) +

m

2
ẏ2(t)

)
dt = −mω

2

2

∑

mn

∫ t1

0

anam sin
nπt

t1
sin

mπt

t1
dt

+
mπ2

2t21

∑

mn

∫ t1

0

mnanam cos
nπt

t1
cos

mπt

t1
dt

=
mt1

4

∑

n

π2n2

t21
a2n −

mt1ω
2

4

∑

n

a2n

=
mt1

4

∑

n

(
π2n2

t21
− ω2

)
a2n

10



Having computed the exponent in eqn (20), let us now do the full integral.
We note that the change of variable from y to an is linear, so the integration
measure is related by a Jacobian factor J . We then have (note that, unlike y,
each an runs from −∞ to +∞)
∫
D[y(t)] =

( m

2πi~ε

)N/2 ∫
. . . dy1

∫
dyN−1 = J

( m

2πi~ε

)N/2 ∫
. . . da1

∫
daN−1

Plugging this into (20), using our previous result for the exponent, we have

F (t1) = J
( m

2πi~ε

)N/2 ∫
. . . da1

∫
daN−1 exp

{
imt1
4~

∑

n

(
π2n2

t21
− ω2

)
a2n

}

Note that each integral is Gaussian. For each n we have

( m

2πi~ε

)1/2 ∫
dan exp

{
imt1
4~

(
π2n2

t21
− ω2

)
a2n

}
=
( m

2πi~ε

)1/2(4πi~
mt1

)1/2(
π2n2

t21
− ω2

)−1/2

=

√
2

εt1

(
π2n2

t21
− ω2

)−1/2

Hence, if we multiply all such factors from n = 1 onwards, we get

F (t1) = A
∏

n=1

(
π2n2

t21
− ω2

)−1/2

= B
∏

n=1

(
1− ω2t21

π2n2

)−1/2

= B

(
sin(ωt1)

ωt1

)−1/2

where A and B are constants independent of ω. Note that the last step follows
by using the famous identity[4]. One way to determine B is to set ω = 0. This
reduces to the case of the free-particle, which we have already solved. For the
case of the free-particle, we know from eqn (6) that the prefactor is

√
m

2πi~t1

Therefore, B =
√

m
2πi~t1 , and for the QHO,

F (t1) =

√
mω

2πi~ sin(ωt1)

We have not obtained the full propagator yet. Plugging the above equation
into eqn (18), we have

U =

√
mω

2πi~ sin(ωt1)
exp

{
i

~
Sc[x(t)]

}

11



The only task that remains is to determine the classical action for the har-
monic oscillator. This is easy: we can simply solve for the trajectory and then
integrate the Lagrangian. The answer is [3]

Sc[x(t)] =
mω

2 sinωt1

[
(x′2 + x2) cosωt1 − 2x′x

]

for a path starting at x′ and ending at x from t = 0 to t = t1. Therefore, the
full propagator for the QHO is

U(x′, x, t1) =

√
mω

2πi~ sin(ωt1)
exp

{
i

~
mω

2 sinωt1

[
(x′2 + x2) cosωt1 − 2x′x

]}

(21)
To find the energy states, we claim that there is an intimate relationship

between the propagator and the eigenfunctions of the Hamiltonian. Suppose
the Hamiltonian has a discrete spectrum, then by the spectral theorem[5]

H =
∑

n

En |n〉 〈n|

where |n〉 is the nth eigenstate with the corresponding energy En. Then the
propagator U(x′, x) is simply

U(x′, x, t1) = 〈x′| exp

{
− i
~
Ht1

}
|x〉

=
∑

n

〈x′|n〉 〈n|x〉 exp

{
− i
~
Ent1

}

=
∑

n

φn(x′)φ∗n(x) exp

{
− i
~
Ent1

}
(22)

where the second step follows from inserting the spectral decomposition of H
into the exponent.

To find the energy levels En of the QHO, let’s now equate eqn (21) with eqn
(22):

∑

n

φn(x′)φ∗n(x) exp

{
− i
~
Ent1

}
=

√
mω

2πi~ sin(ωt1)
exp

{
i

~
mω

2 sinωt1

[
(x′2 + x2) cosωt1 − 2x′x

]}

(23)
Setting x′ = x = 0, the above equation becomes

∑

n

|φn(0)|2 exp

{
− i
~
Ent1

}
=

√
mω

2πi~ sin(ωt1)
(24)

On the left hand side, each term is a real number |φn(0)|2 multiplying a
phase. To find En, let us thus expand the right hand side to have a similar form

12



to the left hand side and match En with the corresponding quantity:

√
mω

2πi~ sin(ωt1)
=

√
mω

π~(exp{iωt1} − exp{−iωt1})

=

√
mω

π~
exp

{
−1

2
iωt1

}
(1− exp{−2iωt1})−1/2

=

√
mω

π~
exp

{
−1

2
iωt1

}
(1 + b1 exp{−2iωt1}+ b2 exp{−4iωt1}+ . . .)

=

√
mω

π~

(
exp

{
−1

2
iωt1

}
+ b1 exp

{
−5

2
iωt1

}
+ b2 exp

{
−8

2
iωt1

}
+ . . .

)

where the bs are real constants. Writing out the left hand side of eqn (24) and
equating it with the above expansion, we have

|φ1(0)|2 exp

{
− i
~
E1t1

}
+|φ2(0)|2 exp

{
− i
~
E2t1

}
+. . . =

√
mω

π~

(
exp

{
−1

2
iωt1

}
+ b1 exp

{
−5

2
iωt1

}
+ . . .

)

(25)
We see that the energy levels are 1

2~ω, 5
2~ω, etc. The energy levels in between

cannot be retrieved from the above expansion, since the corresponding φn(0)
(for even n) vanishes due to parity consideration!

There is another way that can allow us to extract both the energy levels and
the wave function (norm squared). Going back to eqn (23), we set x′ = x. The
equation then becomes

∑

n

|φn(x)|2 exp

{
− i
~
Ent1

}
=

√
mω

2πi~ sin(ωt1)
exp

{
i

~
mω

sinωt1

[
x2 cosωt1 − x2

]}

(26)
We again do the same trick and expand the right hand side in powers of

e−iωt1 . The prefactor expansion has already been done (see the right hand side
of eqn (25)). We only need to expand the complex exponential, the second term
of the above right hand side. This can be done by making the trigonometric
functions into complex exponentials:

exp

{
i

~
mω

sinωt1

[
x2 cosωt1 − x2

]}
= exp

{
−imω

~
x2 tan

ω

2
t1

}

= exp

{
−mω

~
x2

exp
{
iω2 t1

}
− exp

{
−iω2 t1

}

exp
{
iω2 t1

}
+ exp

{
−iω2 t1

}
}

= exp

{
−mω

~
x2

1− exp{−iωt1}
1 + exp{−iωt1}

}

= exp
{
−mω

~
x2(1− exp{−iωt1})(1− exp{−iωt1}+ exp{−2iωt1}+ . . .)

}

= exp
{
−mω

~
x2
}

exp
{

2
mω

~
x2e−iωt1 + . . .

}

= exp
{
−mω

~
x2
}

+ 2
mω

~
x2 exp

{
−mω

~
x2
}
e−iωt1 + . . .

13



Note that the dots indicate higher orders of e−iωt1 . Multiplying the above
result with our previous expansion of the prefactor using eqn (25), and setting
the resulting sum equal to the left hand side of eqn (26), we obtain

∑

n

|φn(x)|2 exp

{
− i
~
Ent1

}
=

√
mω

π~
exp
{
−mω

~
x2
}

exp

{
−1

2
iωt1

}

+ 2

√
mω

π~
mω

~
x2 exp

{
−mω

~
x2
}

exp

{
−3

2
iωt1

}
+ . . .

Comparing the left hand side with the right hand side, we immediately see
that

E1 =
1

2
~ω

E2 =
3

2
~ω

for the first 2 energy levels. The corresponding wave function squared is

|φ1(x)|2 =

√
mω

π~
exp
{
−mω

~
x2
}

|φ2(x)|2 = 2

√
mω

π~
mω

~
x2 exp

{
−mω

~
x2
}

in exact agreement with what we obtained in 8.05 using the operator method.
Although we have only gotten to the second energy level, it is not hard to

see that we can use this method to find every |φn(x)|2 and En by expanding the
exponential to sufficiently large power and matching both sides of the equation.

4 Conclusion

In this paper, we looked at the path integral formulation of quantum mechanics,
which we showed to be equivalent to the Schrödinger equation. The path integral
formulation is not only as a powerful interpretation of quantum mechanics (all
paths contribute equally to the probability amplitude); it can also be used as
a powerful computational tool to solve problems that are otherwise hard to
solve using conventional methods such as diagonalizing the Hamiltonian. Using
the example of QHO, we saw that we could calculate all energy levels and the
associated wave function squared by using the path integral formulation. This
obviates the need to solve any differential equation and gets straight to the
propagator.

In addition to QHO, other applications of path integral (perhaps more ele-
gant) abound, but we cannot go through the list given the limited space here.
We encourage interested reader to check out chapter 21 of [3] or even Feynman’s
original work [4].
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Periodic Potentials and Energy Band Structures

Benjamin Björnsson
(Dated: June 19, 2019)

Many materials form periodic structures at low enough temperatures. Although their structure
may be very similar, their physical properties can be strikingly different. In particular, their electronic
resistivity can vary by as much as 1032 ohm-cm for crystals at temperatures around 1K. In this
article we show how these differences can be explained with the help of Bloch’s theorem, and how
the spectrum of the Bloch functions form a so called energy band structure. We use degenerate
perturbation theory to show that the energy spectrum of a free particle split, at spacial points in the
spectrum, for a simple harmonic perturbation. We also use numerical calculations to diagonalize
the Hamiltonian in the first Brillouin zone. Finally, we connect the formation of the energy band
structures with the Pauli exclusion principal to argue which crystals form conductors and which
crystals form insulators.

I. INTRODUCTION

At low enough temperatures, many materials form
crystal structures, with a characteristic periodic space
dependence. Although crystal structures share their peri-
odic nature, some properties are strikingly different. One
of the most striking differences is that of electronic re-
sistivity. For different crystals at temperatures around
1K, the electronic resistivity range from 10−10 to 1022

ohm-cm, for pure metals and good insulators, respectively
[1].

We know that the Scrödinger equation describes in great
detail systems like the hydrogen atom. It is interesting
to ask if the electronic properties of a crystal can be
explained from a quantum mechanical perspective. In
particular, are the differences of conductors and insulators
described by quantum mechanics?

In this article, we show that by solving the Schödinger
equation for a periodic potential, the difference between
conductors and insulators can be explained. The solutions
are called Bloch functions, and these are the eigenstates
of the full Hamiltonian. We will show that each of these
wave-function can be connected to a unique choice of
vector in the so called first Brillouin zone.

We use degenerate perturbation theory to show that the
energy spectrum of a free particle split to first order for a
simple periodic potential, giving rise to so called energy
gaps. Using numerical calculations we calculate the exact
energy spectrum (within a truncated basis) for the same
periodic potential. We use Pauli’s exclusion principal to
argue which crystals form insulators and which crystals
form conductors.

II. MATHEMATICAL FRAMEWORK OF A
LATTICE

To describe the lattice of a crystal, we introduce the
three-dimensional lattice translation vector

T = u1a1 + u2a2 + u3a3, (1)

where the ui’s are integers and the ai’s are a set of prim-
itive translation vectors. We construct the lattice by

taking all combinations of the ui’s in Eq.(1). Figure 1
shows the a1-a2 plane of such a lattice. By construction,
the lattice is invariant under lattice translation T. Be-
cause of this invariance, it is natural to expect that some
quantities are also invariant under lattice translation T.
We mean by this that for a function f(r) we have that

f(r + T) = f(r), (2)

for any set of integers u1, u2 and u3 in Eq.(1).

Figure 1. The a1-a2-plane of a three-dimensional lattice in
ordinary space.

To analyse these function, we remind ourselves of the
basic result of Fourier analysis for periodic functions. In
one-dimension we have that any reasonable function can
be expanded in a Fourier series

f(x) =
∑

n

cne
2πinx/a, (3)

where n runs over all integers and a is the period. Consider
now functions invariant under lattice translations T. In
analogy with Eq.(3), these functions can be expanded in
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a Fourier series [1]

f(r) =
∑

G

CGe
iG·r, (4)

where the sum is over all reciprocal lattice vectors G. The
reciprocal lattice vector is given by [1]

G = v1b1 + v2b2 + v3b3, (5)

where the vi’s are integers and the bi’s are primitive
translation vectors of Fourier-space. Note how Eq.(5)
is completely analogous to Eq.(1) and that as we take
all possible combinations of the vi’s, we construct the
reciprocal lattice of Fourier-space. The bi’s in Eq.(5) are
related to the ai’s of Eq.(1) by the equation [1]

bi = 2πεijk
aj × ak

a1 · a2 × a3
. (6)

Note that for i 6= j, the bi’s are orthogonal to the aj ’s
since aj · aj × ak = 0. Combining this orthogonality
condition with the cyclicity of the triple scalar product

a1 · (a2 × a3) = a3 · (a1 × a2) = a2 · (a3 × a1), (7)

we find that

bi · aj = 2πδij . (8)

Using Eq.(8), we have that the dot product of the lattice
translation vector T and the reciprocal lattice vector G
is given by

G ·T = 2π(u1v1 + u2v2 + u3v3). (9)

Note that the quantity inside the parenthesis is a sum
of integers, which is itself an integer. Using this we have
that

eiG·T = e2πi(u1v1+u2v2+u3v3) = 1, (10)

and we can now use Eq.(10) to confirm the periodicity of
Eq.(4)

f(r + T) =
∑

G

CGe
iG·(r+T)

=
∑

G

eiG·TCGe
iG·r

=
∑

G

CGe
iG·r = f(r).

(11)

We have already mentioned that in analogy with the
lattice translation vector T, the set of vectors G form a
lattice in Fourier space. See figure 2. Imagine now drawing
lines from any lattice-point to the 26 nearest lattice-points
(33 = 27 possible combinations of the vi = 0 or vi = 1,
excluding the vi = 0 for all i). We intersect each line
at the middle by an orthogonal plane. See the red lines
in figure 2. The red region in figure 2 is referred to as
the Brillouin zone whereas the very special Brillouin zone

Figure 2. A plane in the lattice of Fourier-space. The red
lines are orthogonal to the lines joining the lattice-points,
intersecting these lines at the middle. The red region inside
these lines is the Brillouin zone associated with the center
lattice-point.

centered at the origin is refereed to as the first Brillouin
zone. We note that by construction the first Brillouin zone
consists of all the points that are closest to the lattice-
point G = 0. By a translation G, the points will consist
of all the points closest to the point G. It is therefore
clear that any point k can be written as k = k0 + G′,
where k0 is in the first Brillouin zone.

III. BLOCH FUNCTIONS AND ENERGY BAND
STRUCTURES

In this section we begin by reviewing the main results
for a free particle in three dimensions. We then give
the result of Blochs theorem and show how the eigen-
states to the periodic Schrödinger equation, the so called
Bloch functions, are constructed from the free particle
wave-functions. Using degenerate perturbation theory, we
show that for the simplest periodic potentials the energy
spectrum of a free particle split, thus creating energy
gaps.

A. Free Particle

The free particle wave-function is given by

ψk(r) =
1√
N
eik·r, (12)

where k denotes the wave vector and 1√
N

is a constant of

normalization. These are eigenstates that form a complete
set of basis vectors and their energies are given by

Ek =
~2k2

2m
, (13)
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where k = |k|, making states with equal magnitude of k
degenerate.

The completeness of this basis allows for any function
ψ(r) to be expressed as a linear combination of these basis
vectors. As we will see next, for a particle in a periodic
potential the linear combination of these basis vectors are
restricted to a very special form.

B. Bloch Functions

It was Felix Bloch who first found that for a particle in
a periodic potential, the solutions of the time-independet
Schödinger equation are of the form [1]

ψk(r) = uk(r)eik·r, (14)

where uk(r) is periodic under lattice translations T. Note
that even though the uk is periodic, Eq.(14) is not. The
result of Eq.(14) could have been anticipated by arguing
that the probability density for a stationary state must
be periodic. This means that the wave-function must be
periodic up to a possibly spatially varying phase, which
is exactly the result stated in Eq.(14).

Using that uk is periodic we can expand uk as in Eq.(4)
and Eq.(14) becomes

ψk(r) = uk(r)eik·r

=
∑

G

CGe
i(G+k)·r, (15)

where we have brought the spatially dependent phase into
the sum. We see that this is a sum over the free particle
wave-function in Eq.(12), separated by reciprocal lattice
vectors G.

Now using that we can always write k = k0+G′, where
k0 is a vector in the first Brillouin zone, to write Eq.(15)
as

ψk(r) = uk(r)eik·r

=
∑

G

CGe
i(G+k)·r

=
∑

G

CGe
i(G+G′+k0)·r.

(16)

By shifting the sum and remembering that the sum is
over all reciprocal lattice vectors we have

∑

G

DGe
i(G+k0)·r

= uk0(r)eik0·r,

(17)

where the last step follows from using Eq.(15) and labeling
the function k0 instead of k to emphasize that uk 6= uk0

in general. Since Eq.(17) is of the same form as Eq.(14),
we see that the k in the exponent can be restricted to the
first Brillouin zone without loss of generality.

We can gain some intuition from focusing on a lattice
in one-dimension. We have that in one-dimension Eq.(15)
becomes

ψk0(x) = uk0(x)eik0x

=
∑

n

Cge
(ng+k0)x, (18)

where g is the magnitude of the shortest reciprocal lattice
vector and k0 is a point in the first Brillouin zone. This
sum can be visualized as a sum over points, corresponding
to free particle wave-functions in the graph of Eq.(13). See
figure 3. These points are centered at k0 and separated
by a distance g. In figure 4 we have redrawn figure 3
with periodic conditions at ± 1

2g. Drawn in this way,
instead of summing over points along the parabola, we
are now summing over points on the vertical line at k0.
We note that the lines of the energy crossing at k = 0
and k = ± 1

2g. For these values, we have an infinite set of
pairs of degenerate states. We know that in the language
of perturbation theory, these degeneracies may split as
a result of a perturbation. As we will see next, with a
perturbation of a simple periodic potential, the lowest
pair of degeneracies split to first order.

Figure 3. Energy as a function of k for a free particle in
one-dimension. The points along the parabola are separated
by the distance g and centered around k0 in the first Brillouin
zone.

C. Energy Band Gaps

One way to see how the energy spectrum of the free
particle split is through the use of degenerate perturbation
theory. Working in a one-dimensional lattice of periodicity
a, and taking for simplicity the perturbation to be

δH(x) = V0 cos(gx), (19)

where V0 is a constant and g = 2π
a from Eq.(6). Note

that this is the first harmonic (i.e the first non-constant
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Figure 4. Energy as a function of k in one-dimension, redrawn
with periodic conditions at ± 1

2
g.

term) in the Fourier series compatible with the lattice
periodicity. We focus on the two lowest degenerate states
at the Brillouin zone boundary k0 = g

2 = π
a where we

have the two wave-functions

ψ1(x) =
1√
a
ei
πx
a

ψ2(x) =
1√
a
e−i

πx
a .

(20)

These states couple to states of higher energy in gen-
eral, but we know from perturbation theory that the
coupling to higher states is suppressed by the large energy
difference, making the exclusion of higher energy states
acceptable.

We have by simple integration that

δHij =

∫ L

0

ψi(x)δHψj(x)dx = (1− δij)
V0
2
, (21)

and in matrix notation, δH becomes

δH =
V0
2

[
0 1
1 0

]
. (22)

In order to get the degenerate perturbation going, we need
to find a good basis in which δH is diagonal. Diagonalizing
Eq.(23) is easy and we have that

δH =
V0
2

[
1 0
0 −1

]
, (23)

where the eigenstates have now become

ψ+(x) =
1√
2

(ψ1(x) + ψ2(x))

ψ−(x) =
1√
2

(ψ1(x)− ψ2(x)).

(24)

We can simply read the energy splitting from Eq.(23),
yielding

∆E = E+ − E− = V0, (25)

where E+ and E− denotes the ψ+ and ψ− eigenvalues,
respectively.

What we have calculated here is the splitting of the
first energy bands for a particular choice of vector in the
first Brillouin zone. In order to see how the rest of the
spectrum deforms, we can discretize k-space and perform
a numerical calculation, which is the subject of the next
section.

IV. NUMERICAL EXAMPLE OF ENERGY
BAND GAPS

We saw in Eq.(25) that for a periodic potential of the
first harmonic, the lower degeneracies at the Brillouin
zone boundary split to first order in perturbation theory.
In a similar manner, for any other k0, the different terms
in the sum Eq.(18) will generally have terms that mix.
We know from perturbation theory that the states of
higher energy tend to push lower levels down. Similarly,
the lower levels tend to push the higher levels up, leading
to a continuous deformation of all energy levels. To see
this, we turn to a numerical analysis for a particle in a
periodic potential. We introduce a modulator L = ma,
where m is an integer and a is the periodicity of the
one-dimensional lattice. We impose on the wave-function
periodic boundary conditions. The main consequence
is that k-space is discretized, with m discrete points in
the first Brillouin zone. See figure 5 for an illustration
with m = 20. Note that in the limit as m → ∞, the
discrete points goes to the continuum and the effect of
the modulator L disappears. For simplicity, we truncate

Figure 5. Discrete version of the first Brillouin zone for a
one-dimensional reciprocal lattice.

the energies at the second degeneracy of the Brillouin
zone boundary. This will not be a good approximation
for the higher energy states. However, the lower energies
will be more accurate and illustrate the main point. The
truncation leads to a set of 3×3 matrices for each discrete
point in the first Brillouin zone. For each k0, we have the
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three wave-functions

ψk0,1(x) =
1√
L
eik0x

ψk0,2(x) =
1√
L
ei(k0−G)x

ψk0,3(x) =
1√
L
ei(k0+G)x.

(26)

We can now form the matrix elements of the Hamiltonian
by sandwiching the Hamiltonian between the different
states

Hij =

∫ L

0

ψi(x)H(x)ψj(x)dx, (27)

where H(x) is the Hamiltonian. The Hamiltonian is of
the form

H(x) =
p̂2

2m
+ V (x), (28)

where V(x) is the periodic potential with periodicity a.
In order to compare the result with Eq.(25) we choose
the potential V (x) in analogy with Eq.(19)

V (x) = V0 cos (gx), (29)

where V0 = 10 and g the magnitude of the shortest recip-
rocal lattice vector.

As we have noted earlier, the states will in general
mix and so calculating the matrix elements in Eq.(27)
will then lead to non-zero terms on the off-diagonal. By
diagonalizing the resulting matrices we can obtain the
energies of the full Hamiltonian. The eigenstates of the
diagonalized Hamiltonian are linear combination of the
three states in Eq.(26), exactly as expected from Eq.(18).
For practical calculations, choosing m = 200, we have
in figure 6 the result of the first three energy bands in
the approximation where k-space is truncated after the
third band. We can see in figure 6, that the splitting in
energy at the Brillouin zone boundary is approximately
∆E = 10, as predicted in Eq.(25) for V0 = 10.

V. VALENCE ELECTRONS: METALS AND
INSULATORS

We next want to fill the states with the available elec-
trons. We therefore begin by counting the number of
states. In order to count the number of states we again
introduce the modulator variable L = ma. Using the
periodic boundary conditions as we did for our numerical
calculation, we have that k-space becomes discrete and
the states are countably infinite. We have m k-points for
each energy band inside the first Brillouin zone. See black
dots in figure 6 for the case of m = 10. According to
Pauli’s exclusion principal, each band can be occupied by
2m states, where we have taken into account the electron
spin. We focus for simplicity on the energy band structure

-g/2 0 g/2
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Figure 6. Numerical result in the approximation that k-space is
truncated after the first three energy bands. Lines correspond
to interpolations for m = 200 whereas dots correspond to
m = 10.

of figure 6. We fill these bands by starting at the lowest
energy and continuing up. Imagine now that for each
point in the lattice, we have a set of p valence electrons.
Consider p being an even number, we then have that the
last energy band, also called the valence band, will be
completely filled. In order to accomplish a change in the
system, a finite energy will have to be supplied. We there-
fore have that for a weak electric field, no reorganization
of the states is possible and the material is an insulator.
In contrast, for p an odd number we have that the last
energy band, now called a conduction band, will be only
half-filled. No finite energy is needed to be supplied, and
by applying a weak electric field we will have a system
reorganization, thus changing the system configuration
and the material is a conductor.

VI. DISCUSSION

We have seen that in order to give a mathematical
description of a crystal, we need a set of primitive transla-
tion vectors, forming the lattice translation vector T. For
quantities invariant under lattice translations, we have
used that these quantities can be expanded in a Fourier
series. We stated the result of Bloch’s theorem and saw
that the Bloch functions are constructed by a restricted
combination of the free particle wave-functions.

By using degenerate perturbation theory with a poten-
tial of the first harmonic, we calculated that the first set
of degenerate states split to first order. We confirmed
this splitting by means of a numerical example. In the
approximation of a truncated k-space, we calculated the
deformation of the first three energy bands for the same
potential used in the perturbation. We noted in figure
6 that the states on the Brillouin zone boundary indeed
split by V0 as predicted by perturbation theory in Eq.(25).
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We used the modulator L and periodic boundary condi-
tions in order to calculate the number of states. By using
Pauli’s exclusion principal we were able to fill the states
of the energy bands from lowest energy and up. We used
the number of valence electrons together with the energy
band structure to argue that crystals become insulators
or conductors depending on whether their valence band
is completely filled or not.
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The properties of the Deuteron

Diego Valdes
(Dated: June 18, 2019)

In this paper I will try to present a first approach to the main properties of the Deuteron nucleus
in order to study the first features of the nuclear force, using concepts and models developed in
undergraduated physics courses, like the Schrödinger equation in potential wells, central potentials
in two body problem and scattering states.

I. INTRODUCTION

The deuteron is the isotope of Hydrogen formed by
one proton and one neutron. It is the only stable atomic
nucleus with two nucleons, as p-p or n-n possibilities are
not.

Historically, that feature gave the Deuteron a key role
in the first studies trying to understand the structure and
properties of the strong nuclear force. Both experimental
and theoretical data were obtained from experiments and
models in order to perform a first characterization of the
Deuteron properties.

In addition, the understanding of the properties of
deuterium is very important due to the key role it plays
in several fields of physics, being one of the most important
the Big Bang theory.

Deuterium played a key role in the process of setting
the ratios of the elements formed in the Big Bang. Ther-
modynamic arguments allow to calculate the fraction of
protons and neutrons when the cosmic expansion cooled
the Universe enough to form nuclei, being seven protons
per neutron. The process to form helium nuclei from
protons and neutrons requires the intermediate formation
of deuterium. During much of the few minutes after the
Big Bang in which nucleosynthesis could have happen, the
temperature was high enough that the mean energy per
particle was higher than the binding energy of deuterium,
so that all the deuterium formed was destroyed. This is
called the deuterium bottleneck. The bottleneck delayed
the formation of helium until deuterium was available, at
a temperature equivalent to 100 keV. Then, there was a
burst of elements formation, from deuterium to helium,
but shortly after the Universe became too cool and the
nucleosynthesis stopped. At this point, the abundances
of elements were almost fixed. The deuterium bottleneck
together with the impossibility for stable combinations of
helium with hydrogen or with itself (there are no stable
nuclei with mass number of five or eight) leads to the
practical absence of heavier nuclei than helium and the
big abundance of hydrogen after the Big Bang. The mea-
suring of the abundances of deuterium in the Universe at
different scales, play a key role in the understanding of
the creation of the Universe, the first, and in the creation
of solar (star) systems and planets, the second. This mea-
surements performed in comets indicate that the origin
of the water of the Earth could be in comets and aster-
oids. Then, the study of all the properties of deuterium
is fundamental for the interpretation of all these kind of

measurements.
Deuterium also plays important roles both in nuclear

fusion and fission reactions that are studied in our soci-
ety, as well as in other applications like hydrogen NMR,
where the spectrum of deuterium is clearly different from
hydrogen one and deuterium solvents are then used often.

From a nowadays point of view, the deuteron offers
us a system whose first properties can be obtained using
relatively simple models, which gives us a first insight
about the first steps given in the study of the strong
nuclear force and a pedagogical tool to apply concepts and
models studied in undergraduated quantum mechanics
courses.

In this work, we will apply the said simple models to
estimate some properties of the deuteron. In first place,
in Section II we will try to characterize the strength of
the potential between the proton and the neutron; in
second place, in III we will describe the scattering cross
section theory in order to, in IV, study the information
that can be obtained from the scattering of neutrons on
hydrogen, including the size of the nucleus, the range and
the spin dependence of the nuclear force. Finally, we will
enumerate the main conclusions obtained

II. STRUCTURE OF THE DEUTERON

The binding energy of the deuteron can be obtained
experimentally with the thermal capture of neutrons by
hydrogen

n+H1 −→ H2 + γ (1)

Measuring the energy of the gamma rays emitted in
the reaction gives a binding energy of 2.23 MeV, so we
will begin our model assuming that energy like ground
state energy for the deuteron.

We will treat the nucleus like a two body problem with
a central potential. Then, following the typical treatment
of this problem, like was developed in Lectures 20 and 21
in [1] or elsewhere, we will take the wave function in the
“time-independent Schrödinger equation” like

ψ(~r) = R(r)Y ml

with a reduced mass

µ = mp/2
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being mp the mass of the proton and assuming the same
mass for both nucleons. Then, we will consider the po-
tential like a radial finite square well

V (r) =

{
−V0 r ≤ r0, V0 > 0
0 r > r0

The radial “time-independent Schrödinger equation” will
be solved using that potential. We take l = 0 in the radial
equation, since there is evidence that the ground state of
deuteron is a 1s state, both from theoretical considera-
tions related to general potential and experimental facts,
measuring the magnetic moment of the deuteron, which
is almost the algebraic sum of the moments of the proton
and the neutron, with spins aligned (so it is a triplet state,
although spin is not included in next calculations) and no
orbital motion of one nucleon with respect to the other[2].

Then, with the usual change u(r) = rR(r) we will
finally solve the Schrödinger equation

− ~2

2µ

d2u

dr2
+ V (r)u(r) = Eu(r) (2)

The detailed solution of this problem can be found in
the Problem Set 6 in [1] or elsewhere and take us to the
next solution for the wavefunction:

u(r) =

{
Nsin(kr) r ≤ r0

N sin(kr0)
e−κr0 e−κr r > r0

(3)

where

k2 =
2µ(E + V0)

~2
κ2 = −2µE

~2
(4)

The normalization constant N can be calculated as usual,
solving

N2

∫ r0

0

sin kr2dr +N2 sin kr0
2e2κr0

∫ ∞

r0

e−2κrdr = 1

N2

(
r0

2
− sin 2kr0

4k

)
+N2 sin kr0

2κ
= 1

N2 =
1

R
2 − sin 2kr0

4k + sin kr02

2κ

=
2κ

1 + kr0

(5)

Using the continuity condition for the wave function and
its derivative the energy selection equation is

κr0 = −kr0 cot(kr0) (6)

We can rewrite previous equation in a different way like

tan(kr0) = −
(
V0 + E

|E|

) 1
2

(7)

Now, assuming that the potential will be much deeper
than the ground state energy, we could consider kr0 ≈ π

2 ,

that will take us to the next expression for the depth of
the potential

V0 =
(π

2

)2 ~2

2µr2
0

− E (8)

From scattering experiments of neutrons on hydrogen
that will be studied in the next section, we have an
approximated value for the radius r0 ≈ 2F , that used
in (8) gives us 27.8MeV for the depth of the potential.
Checking the distance for which the exponential in (3)
decreases in a 1/e factor we obtain 1

κ = 4.31F , telling
us that the two nucleons in the deuteron spend a large
fraction of time at distances r > r0.

A calculation of the root-mean-square radius using (3)
with the parameters used here gives us 3.9F, a value
quite close to the experimental value from scattering
experiments, which is 4.2F.

A different but instructive approach comes from using
another experimental parameter: the root mean square
radius measured in scattering experiments (Chapter 3
in[3]).

The root mean square is defined as

R2
rms =

∫∞
0
r2R2(r)r2dr∫∞

0
R2(r)r2dr

=

∫∞
0
u2(r)r2dr∫∞

0
u(r)2dr

(9)

being the denominator the normalization of the function.
Using (3) with the previous definition, we obtain

N2

∫ r0

0

r2 sin kr2dr+

+N2 sin kr0
2e2κr0

∫ ∞

r0

r2e−2κrdr = (4.2F )2 (10)

where 4.2F is the experimental value measured for the
deuteron root mean square radius. Solving these integrals,
we finally get

N2 4(kR)3 + 3 sin(2kR)− 6kR(kR sin(2kR) + cos 2kR)

24k3

+N2 sin2(kR)(2κR(κR+ 1) + 1)

4κ3
= (4.2F )2

(11)

which, together with Eq.6, are a system of two equations
with two unknowns, k and R, that will allow us to cal-
culate the depth of the potential using the energy value
of the bound state, EB = −2.3MeV , and Eq.4. The
system can be solved numerically. Using MATLAB, I
obtained R=2.79F and then V0 = 21.53Mev, which are
similar values to those in the calculation above and in the
literature [3, 4].

In Fig.1 we show the shape of the wave function of
the bound state and the depth of the radial square well
obtained. It is important to point out that the wave
function needs to have its maximum before the end of the
square well, so that the trigonometric part could match
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Figure 1. Square radial potential well for the deuteron and
wave function of the bound state. The potential units are z0,

defined as z20 ≡ 2∗µR2V0
~2 . The units of the wave function are

not shown.

with the decreasing exponential part in the classically
forbidden region.

These values obtained for the size and the potential
of the nucleus give the first estimate of the range of
the nuclear force, being a short range force, and of the
strength of the force, bigger than the Coulomb force, as
the Coulomb potential between two protons at the same
distance is only 0.6 MeV. Finally, we will say that the
deuteron is weakly bound, if we compare the depth of the
potential with the binding energy.

III. SCATTERING THEORY

In order to go on with our analysis of the deuteron,
we have to understand a bit the scattering quantum the-
ory, to be able of obtaining information from scattering
experiments of neutrons on hydrogen.

In first place, we have to define cross-section. The
cross section σ measures the probability that a reaction
or an interaction occurs. To focus already in our subject,
imaging that neutrons are colliding on a sheet at a rate I
[number of neutrons/second]. The sheet has a thickness
∆x in cm and the neutrons collide on a surface A in cm2

of the sheet. The density of the sheet is N [number of
nuclei/cm3]. Then, the number of nuclei exposed will be
NA∆x, assuming no shadowing between nuclei. If we
think in collisions neutron-nucleus, the collision (reaction)
probability will be simply P = N∆xσ, the number of
nuclei exposed per unit area by the probability σ. The
cross section has then units of area.

In a more formal way, we can define the differential cross

section σ(θ, φ) ≡ dσ
dΩ = I(θ,φ)

I0
, the ratio of the scattered

particle flux at the detector per unit solid angle and of the
incident flux. The total scattering cross section is defined
as the total number of particles scattered per unit time
divided by the incident flux, and it would be calculated

integrating the differential expression over the total solid
angle.

When dealing with the scattering problem quantum
mechanically, we first define the cross section σ(θ) in terms
of the scattering amplitude f(θ) and then we calculate
f(θ) solving the Schrödinger equation.

In the first step, the incident wave is taken like a plane
wave

Ψinc = Aei(
~k~r−ωt)

, where A is a normalization constant and usually ~k = k~z
is taken along the incident direction z-axis, with k defined
with respect to the reduced mass and the relative energy of
the particles colliding. For the scattering wave resulting
from the interaction, we will write it like a outgoing
spherical wave,

Ψscat = Af(θ)
ei(
~k~r−ωt)

r

, where f(θ) denotes the amplitude of scattering in the
direction of polar angle θ, having units of length. Now, us-
ing the quantum probability density current, it is obtained
that

σ(θ) = |f(θ)|2

Details of the calculation can be found in Lecture 7 in[5].
In fact, both the previous and the next step follow the

same ideas developed for the scattering problem in one
dimension worked in [1], so that advantage can be taken
from the understanding of the 1D problem.

To calculate f(θ) we can solve the time independent
Schrödinger equation for a two-body problem with a
central potential, using the reduced mass µ, in a standard
way:

(
− ~2

2µ
∇2 + V (r)

)
ψ(~r) = Eψ(~r) (12)

We will focus this time in the scattering solutions instead
in the bound-state solutions and we will write the sum of
the incident and scattered wave as

ψk(~r) = eikz + f(θ)
eikr

r
, r � r0 (13)

where r0 is the range of the force, potential is zero for
r > r0. The subscript k accounts for the fact that all the

analysis is performed a fixed incoming energy E = ~2k2

2µ .

Very far away from the potential, the wave equation is
therefore that of a free particle, so we will try to match
up (13) with the free particle solution.

Expressing the wave function like

ψ(~r) = R(r)Pl(cos(θ))

and writing the potential using the angular momentum
like we did in II, we get to the radial equation

(
d2

dr2
+ k2 − 2µ

~2
V (r)− l(l + 1)

r2

)
ul(r) = 0 (14)
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Notice that we are ignoring this time the azimuthal com-
ponent of the wavefunction, as only depends on r and
θ, which not change the radial equation. Setting v(r)=0
we get a second-order differential equation whose general
solutions are spherical Bessel functions:

ul(r) = BlrJj(kr) + ClrNl(kr)

where Bl and Cl are integration constants and Jl and Nl
are spherical Bessel and Neumann functions, respectively.
Using the asymptotic expressions for Jl and Nl, Lecture
7[5], we get

ul(r) =
Al
k
sin

(
kr − lπ

2
+ δl

)
, kr � 1 (15)

where the integration constants were redefined, appearing
a phase shift with a parallel meaning to that in 1D case.
In a straightforward way, we get for the total wavefunction

ψ(r, θ) =
∑

l

Al
kr
sin

(
kr − lπ

2
+ δl

)
Pl(cos(θ)), kr � 1

(16)

Now, we will expand f(θ) in (13) in spherical harmonics
like

f(θ) =
∑

l

flPl(cos(θ)) (17)

and expanding as well the incident plane wave:

eikz = eikrcos(θ) =
∑

l

il(2l + 1)Jl(kr)Pl(cos(θ)) = (18)

∑

l

il(2l + 1)
sin
(
kr − lπ

2

)

kr
Pl(cos(θ)), kr � 1 (19)

Now, substituying (17) and (19) in (13), setting that equal
to (16), writting all the sine functions as exponentials and
assuming that the coefficients of each different exponential
have to be the same, it is obtained

al = il(2l + 1)eiδ

fl =
(−i)l
2ik

(ale
iδ − il(2l + 1))

so finally

f(θ) =
1

k

∑

l

(2l + 1)eiδsin(δ)Pl(cos(θ)) (20)

and

σ(θ) = |f(θ)|2 =
1

k2

∣∣∣∣∣
∑

l

(2l + 1)eiδsin(δ)Pl(cos(θ))

∣∣∣∣∣

2

Finally, integrating in the solid angle and taking into
account the orthogonality

σ =
4π

k2

∑

l

(2l + 1)2sin2(δ)

Since we are going to study scattering processes with
slow neutrons, we are only interested in neutron cross
sections in low energy case, kr � 1, just the leading term
in the expansion, l=0, will be important, which is called
the s-wave. In this approximation

σ(θ) =
1

k2
sin2(δ0(k))

σ =
4π

k2
sin2(δ0(k)) (21)

A useful parameter when working with slow neutrons is
the so called scattering length. It is defined as

a = lim
k→0

(−f0) (22)

then, using (20), since f0 has to be finite

a = lim
k→0

(
−e

iδ0sin(δ0)

k

)
= −δ0

k
(23)

The cross section can be written

σ(k −→ 0) = 4πa2

The meaning of the scattering length and its sign comes
from the analysis of the scattered wave. The radial func-
tion, as it is done in the next section, depends on the
sin(kr + δ0) (far away from the scatterer), being the scat-
tering effect represented by δ0 or by the scattering length
through (23). If we take the limit with kr0 small, low
energy, the scattered wave can be written u0 ≈ k(r − a);
then the scattering length a is the distance at which the
wave function linearly goes to zero from its value and
slope at r = r0. There are two possibilities of doing this
depending on the value of kr0. If kr0 >

pi
2 , the wave func-

tion has passed the maximum and has negative slope, so
the linear continuation gives a positive scattering length;
if kr0 <

pi
2 , the wave function has not get the maximum,

so the slope is positive and the linear continuation gives
negative scattering length. a > 0 means that the potential
is such that there is a bound state, as the sine wave func-
tion inside the potential can match with the decreasing
exponential for the bound state in the forbidden region.
a < 0 means that only a virtual state is possible, as the
sine function inside the potential cannot match with the
decreasing exponential.

In Fig.2, we show the scattering length described before,
applied to the case of the potential and wave function
calculated in Section II. The extrapolation gives us a value
for the scattering length of a = 7.2F .

IV. NEUTRON-PROTON SCATTERING

We are going to apply the concepts developed in the pre-
vious section to the scattering of very low energy neutrons
in hydrogen.

In order to do this, we will have to calculate the phase
shift in the s-wave approximation (21) or the scattering
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Figure 2. Approximated representation of the scattering length
using the wave function and more data obtained in SectionII,
and the linear extrapolation described at the end of Section
III

length (23). We are going to consider the scattering-state
solution for the radial equation of the same square radial
potential used in II, which corresponds to a one dimension
scattering states exactly like were studied in Lectures 16
to 19 in [1]. Following that structure, radial wavefunction
for E > 0 will be

u(r) =

{
Bsin(k′r) r ≤ r0

Ceiδ0sin(kr + δ0) r > r0
(24)

where

k′2 =
2m(E + V0)

~2
and k2 =

2mE

~2

Applying continuity conditions at r0 it is obtained

k′ cot(k′r0) = k cot(kr0 + δ0) (25)

which relates the incoming energy with the potential
parameters. Considering we are dealing with very slow
neutrons, we will do two approximations: 1)we neglect
kr0 compared to δ0, kr0 � δ0. 2) Since KE � V0, we
assume k′ ≈ k and using (6) we can write

k cot(δ0) ≈ −κ (26)

with κ given by (4). Then, using (26) in (21) and the
identity sin2(θ) = 1/(1 + cot2(θ), we obtain that the cross
section is

σ ≈ 4π

k2

1

1 + cot2(δ0)
= 4π

~2

2µ

1

T0 + Eb
(27)

where T0 is the kinetic energy associated to the inci-
dent neutron and Eb the binding energy of the deuteron.
Using again that T0 � Eb, we obtain σ ≈ 2.34 ×
10−28m2 = 2.34 × 10−24cm2 = 2.34b with b meaning
1barn = 10−24cm2, a usual unit in scattering problems.
This value is quite lower than the experimental value of

the scattering cross section of hydrogen, which is 20.4
barns[2].

Wigner already suggested the explanation to this dis-
crepancy in 1931. He noticed that in the scattering of
neutrons with hydrogen, the particles could collide either
with total spin 1, giving a triplet state, or with toal spin 0,
a singlet state. Then, (21) and (27) have to be modified.
The probability of colliding with a triplet state will be
three times grater than doing with a singlet state, so we
can write for the cross section (21)

σ(θ) =
1

k2

(
1

4
sin2(δ0,singlet +

3

4
sin2(δ0,triplet)

)
(28)

We have already said that the ground state of the deuteron
is a triplet state with energy E = −Eb. If the singlet
state is a virtual state of energy E = E∗, the (27) can be
written as

σ ≈ π~2

2µ

(
3

Eb
+

1

E∗

)
(29)

Taking E∗ ≈ 70keV , we obtain, using the previous equa-
tion, 20.4 barns for the cross section, a value which agrees
with the experiment.

This was the first evidence of the nuclear force depen-
dence in the spin, a new feature compared with coulomb
interaction.

The approximations made in (25) to get (26) and (27)
allow us to calculate the scattering length as defined in
(23) but not the range of the force r0, this information is
lost by the said approximations. To understand how r0

is obtained from the experiments, we come back to the
scattering radial wavefunction (24) in the limit r −→∞;
let be χ(r) the asymptotic form of the wavefunction in
that limit, then χ(r) = N sin(kr + δ), we can build the
object

1

χ(0)

[
∂χ(r)

∂r

]

r=0

= k cot(δ) (30)

If now we do a Taylor expansion of that object about
k=0, we obtain

k cot(δ) = −1

a
+

1

2
reffk

2 + ... (31)

defining the effective range in this way. We can consider
this object in a different way. If we take again (20) with
l=0, we have

f(θ) =
1

k
eiδ sin(δ) =

1

k

sin(δ)

cos(δ)− i sin(δ)
=

1

k cot(δ)− ik
(32)

so if we understand k cot(δ), we understand the scattering
amplitude. Schwinger and others examined the properties
of k cot(δ), finding that for a finite range potential of
range R, it has a power series expansion around k=0 that
converges for k < 1

R ,

k cot(δ) = −1

a
+

1

2
r0k

2 + r1 ∗ k4 + ...



6

The study of the measured cross section using previous
expressions will give us the best estimations of the scat-
tering length, range of the nuclear force and depth of the
potential:

n− p triplet atriplet = 5.42F r0,triplet = 1.73F

V0,triplet ≈ 30MeV

n− p singlet asinglet = −23.71F r0,singlet = 2.73F

V0,singlet ≈ 18MeV

V. CONCLUSIONS

In this paper I have tried to characterize the main
properties of the deuteron using relatively simple quantum
mechanical tools. The goal was to give an insight of a
very important system in different areas of physics, not
introduced before in the context of our undergraduate
quantum mechanics courses, using some models and tools
developed in the said courses.

We have obtained a first estimation for the strength of
the potential between the proton and the neutron using
the scheme of the two body radially symmetric problem
and solving the radial equation for a finite square well.

Besides the strength of the potential, we could obtained
a first estimation of the radius of the deuterium.

Next, we described briefly the scattering theory in order
to be applied in the scattering of low energy neutrons
on hydrogen. The experimental cross sections measured,
combined with the first model, allowed us to refine the
values for the strength and range (radius) of the potential.
These values told us about the short range of the nuclear
force and its big strength compared with electromagnetic
forces.

Finally, it also showed the existence of two different
total spin states of deuterium, and both have to be con-
sidered to match the theoretical and experimental results.
These two states have different energies, rising up the
dependence of the nuclear force with the spin.
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Quantizing the Damped Linear Harmonic Oscillator

Nilay A. Pradhan
(Dated: June 19, 2019)

The damped linear oscillator is one of most widely studied systems in classical mechanics, with
manifestations in multiple branches of physics. The quantization of such a fundamental system
would seem to be a simple extension of that of the textbook quantum harmonic oscillator, but that
is not the case. This is primarily so because the Hamiltonian formulation, fundamental to canonical
quantization, is ill-equipped to deal with classically dissipative systems. In this paper, we discuss an
attempt to quantize this system using a generalized approach to Dirac’s canonical procedure, and its
shortcomings.

I. INTRODUCTION

The simple harmonic oscillator (SHO) is probably the
simplest conservative system in mechanics and forms the
backbone of almost every undergraduate curriculum in
physics [1]. The extensive study of this system is well
justified by their wide application to diverse physical
phenomena. Similarly, the quantum analog of the SHO,
the quantum (linear) harmonic oscillator (QHO), is also
one of the most well-studied cases in quantum mechanics
texts [2].

The next best-known and well understood system in
classical physics, namely the Damped Linear Harmonic
Oscillator (DHO), is also well-understood and is also a
very well studied problem in mechanical and electronic
systems. However, this is one of the simplest cases of a
dissipative system, and as such, is not amenable to the
Hamiltonian formulation of classical mechanics by itself
because its dynamics are not reversible in time. Indeed,
given the equation of motion for the DHO (taking the
mass m to be unity, as we will continue to do in this
report):

ẍ+ 2γẋ+ Ω2x = 0, (1)

we see that the rate of change of energy is given by
dE
dt = −2γẋ2, which is indeed dissipative. Due to this, it

does not lend itself to the usual Hilbert space formulation
of quantum mechanics. This is because the Schrödinger
equation defines a unitary time-evolution operator and
hence the quantum dynamics is perfectly time-reversible
in the Schrödinger picture [3] [4].

II. THE BATEMAN HAMILTONIAN

To address the problem that a dissipative system could
not be discussed within the Hamiltonian framework on
its own, Bateman [5] devised a unique way out for the
classical disspative system of the DHO. In this formulation,
the dissipative system is coupled to an identical mirror
system that simultaneously gains the energy that the
real physical system loses. This involves doubling the
degrees of freedom, only half of which pertain to the
actual physical system. The rest are thought to represent

the reservoir degree(s) of freedom. We must reiterate
that Bateman’s work was in a purely classical context [5].
The Bateman Hamiltonian was subsequently quantized
by Feshbach and Tikochinsky [6], and independently by
Bopp [7]. We will follow here the logical flow of Dekker’s
1981 review [4]. After quantizing the Bateman-Feshbach-
Tikochinsky (BFT) system using canonical methods, we
will explore its spectral features and its eigenstates, and
subsequently understand its shortcomings. We will then
compare this with an alternative treatment by Bopp [7].
We shall conclude with a note to the fact that the correct
approach to this system is that of open quantum systems,
though this investigation is beyond the scope of the report.

Let us consider the case of the 1D damped oscillator
(given by x), and an identically weighted but amplified
oscillator (related by x→ x̄, t→ −t):

ẍ+ 2γẋ+ Ω2x = 0, (2a)

¨̄x− 2γ ˙̄x+ Ω2x̄ = 0. (2b)

Now, the two oscillators can be coupled into a Lagrangian
L given by:

L = ẋ ˙̄x− Ω2xx̄+ γ(x ˙̄x− ẋx̄). (3)

It can be easily verified that the Lagrangian in Eq.(3)
does in fact, yield the equations of motion above. What is
interesting is that those equations are completely decou-
pled, whereas the Lagrangian itself is coupled. This will
have a strong bearing on the quantum treatment of this
system. From this, we can get the generalized momenta
for the x and x̄variables.

p =
∂L
∂x̄

= ˙̄x− γx̄, (4a)

p̄ =
∂L
∂x

= ẋ + γx. (4b)

Another very important fact is that the canonical momen-
tum p for this system is not its kinetic momentum p, but
is comprised of the dual variables and their derivatives.
This fact will be crucial when we attempt to quantize
the system and obtain its spectrum and the uncertainty
relations.

The Hamiltonian is given by:

H =
∑
q pqq̇ − L = ẋp + ˙̄xp̄− L (5)
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Substituting the values of the canonical momenta obtained
in equations Eqs. (4a) and (4b), we get the expression
for the Bateman Hamiltonian:

H = pp̄− γ(xp− x̄p̄) + ω2xx̄ (6)

where ω2 = Ω2 − γ2 is the reduced frequency of the dual
oscillator system. The beauty of the Bateman system
is that as the physical oscillator (x) loses energy, it is
simultaneously gained by its dual (x̄), together forming a
conservative system. From the Hamiltonian standpoint,
there is no distinction between the actual and the dual
system, but we must not lose sight of the fact that the
dual system does not represent any physical degrees of
freedom. It is just a mathematical construct.

From the Hamiltonian (6), it is easy to see that the
Hamiltonian itself is a constant of motion. After all, the
energy dissipated one part is instantly absorbed by the
other, and gives the following equations of motion (note
the absence of the kinetic momentum):

ẋ = ∂pH , ṗ = −∂xH . (7a)

˙̄x = ∂p̄H , ˙̄p = −∂x̄H . (7b)

From the equations above, we can show the Hamiltonian
itself is not equal to the total energy of the closed system,
even when γ → 0. As a result we have a fundamental
hindrance to the quantization of the system, but this can
be fixed by only admitting the solutions to Hamilton’s
equations where both the oscillators start from the same
initial state (to balance the energy loss/gain rate). Even
then, we see that the next obstacle to our canonical
quantization comes in the form of calculating the non-
vanishing Poisson brackets for the system, where we see
that the only ones that survive are:

{x,p} = 1 , {x̄, p̄} = 1. (8)

which leads to the commutators:

[x,p] = i~ , [x̄, p̄] = i~. (9)

It is now that we realize the main problem behind quan-
tizing the Bateman system. We never see a non-zero
commutator between x and the kinetic momentum p even
in the limit of vanishing γ, where we should get back our
familiar canonical commutation relation, i.e., [x, p] = i~.
This is a persistent issue with this description of the
damped oscillator, but it is still instructive to pursue
this approach, if only to see the flaws of the canonical
formalism when applied to dissipative systems.

In order to proceed, we propose that the canonical vari-
ables x,p, and x̄, p̄ are operators in a linear space (Note:
this is not a Hilbert space, as this is a dissipative system,
so unitary time evolution may not always apply). We now
define the following operators, following the treatment of
the usual QHO, and from Feshbach and Tikochinsky [6]:

a =
1√
2~ω

(p− iωx) , ā =
1√
2~ω

(p̄− iωx̄) (10a)

a† =
1√
2~ω

(p + iωx) , ā† =
1√
2~ω

(p̄ + iωx̄)(10b)

Here, a† is the common Hermitian conjugate of a, and
the bar is considered as a formal operation called mirror
conjugation, whereby {x,p} ↔ {x̄, p̄}, and γ ↔ −γ.
Evaluating the fundamental commutation relation yields

[a, a†] =
1

2~ω
[(p− iωx), (p + iωx)]

=
1

2~ω
(
[p,p] + iω[p, x] + iω[x,p, ] + ω2[x, x]

)

=
1

2~ω
(iω(−i~)− iω(i~))

= 1 (11)

as we would expect from Eq. (9). A similar relation holds
for [ā, ā†]. Now let us define the operators:

A =
a+ ā√

2
; ℬ =

a− ā√
2

(12)

Thus, we get the commutation relation [A ,A †] =
[ℬ,ℬ†] = 1, all others being zero. Furthermore, we
have:

A †A = 1
2 (ā+ ā†)(a+ a†)

= 1
4~ω ((p + p̄) + iω(x+ x̄))

× ((p + p̄)− iω(x+ x̄))

= 1
4~ω ((p2 + p̄2 + 2pp̄)

+ ω2(x2 + x̄2 + 2xx̄)− 2~ω). (13)

Similarly, we have:

ℬ†ℬ = 1
4~ω ((p2 + p̄2 − 2pp̄)

+ ω2(x2 + x̄2 − 2xx̄)− 2~ω). (14)

Thus,

~ω(A †A −ℬ†ℬ) = pp̄ + ω2xx̄. (15)

Continuing along the same lines, we have:

A †ℬ† = 1
4~ω ((p2 − p̄2)− ω2(x2 − x̄2)

+ 2iω(xp− x̄p̄)), (16a)

Aℬ = 1
4~ω ((p2 − p̄2)− ω2(x2 − x̄2)−
− 2iω(xp− x̄p̄)). (16b)

and thus, upon subtracting the second identity from the
first, and multiplying by ~, we get

i~γ(A †ℬ† −Aℬ) = −γ(xp− x̄p̄). (17)

From Eqs. (15) and (17) and comparing with Eq. (6),
we can deduce the quantized version for the Bateman
Hamiltonian:

Ĥ = ~ω(A †A −ℬ†ℬ) + i~γ(A †ℬ† −Aℬ)

= Ĥ0 + Ĥ1. (18)
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From the above expression, we can see that the eigen-
values of Ĥ0 are those of the ordinary Hilbert space of the
two oscillators, i.e., those of A †A and ℬ†ℬ. These can
be quantified as nA, nB = 0, 1, 2, . . . and so the eigenvalues
of Ĥ0 are ~ω(nA − nB). Note that it is the difference of
the dual oscillators that goes into this expression. Mean-
while even in the limit of γ → 0, we get the usual number
operator N = nA only if the dual oscillator is maintained
in the ground state, i.e., nB = 0, i.e. turned off by hand.

In order to explore the spectrum of Ĥ, we have to
obtain an eigenbasis for both Ĥ0 and Ĥ1. Now, the näıve
Fock basis eigenstates |nA, nB〉 are the eigenvectors of Ĥ0

alone, though not of Ĥ1. However, by using Eq. (11) and

the other commutator identities, we see that Ĥ0 and Ĥ1

actually commute! So we can now arrive at a simultaneous
eigenbasis of the two, which will yield the spectrum of
the full Hamiltonian.

To be able to do this, we need to follow the dynamical
the symmetry of the Bateman system, which is found to
be SU(1, 1) [3]. Using the treatment in refs. [4] and [8]
for the group algebra, we have the following operators:

φ0 = 1
2 (A †A −ℬ†ℬ) (19a)

φ1 = 1
2 (A †ℬ† + Aℬ) (19b)

φ2 = i
2 (A †ℬ† −Aℬ) (19c)

φ3 = 1
2 (A †A + ℬ†ℬ) (19d)

It can be shown that φ0 is, in fact, the Casimir operator
for the group that commutes with the generators φi, where
i = (1, 2, 3), i.e., [φ0, φi] = 0. In addition, the generators
φi can be shown to define the characteristic SU(1, 1)
algebra1 [8]:

[φ1, φ2] = iφ3 (20a)

[φ3, φ2] = iφ1 (20b)

[φ1, φ3] = iφ2 (20c)

Let us introduce the following quantities to characterize
the eigenvalues of our operators:

j = 1
2 (nA − nB) ; m = 1

2 (nA + nB) . (21)

Now, we can see from Eq. (18) that H0 = 2~ωφ0 and
H1 = 2~γφ2. Thus H = 2~(ωφ0 + γφ2). Moreover, from
Eqs. (19d) and (21), the eigenvalues of φ3 are given by:
1
2 (nA + nB + 1) = (m + 1

2 ). This means that if we can
relate the eigenvalues and eigenstates of φ2 to those of φ3,
we can obtain the spectrum of H. This is true because the
eigenvalues and eigenstates of φ3 are now already known,
and because φ3 already commutes with φ0.

1 Note the differences between these generators and those of the
familiar SU(2) Lie algebra of the Pauli spin matrices.

To obtain such as basis, we consider the following iden-
tity via the Baker-Campbell-Hausdorff formula:

eµφ1φ2e
−µφ1 = φ2 + µ[φ1, φ2] + 1

2! [φ1, [φ1, φ2]] + . . .

= φ2 + µ(iφ3)− 1
2!φ2µ

2 + (i)3

3! φ3µ
3 + . . .

= φ2 cosµ+ iφ3 sinµ. (22)

If we choose µ so that cosµ = 0, i.e., µ = ±π2 , then we
obtain the following relation:

e±
π
2 φ1φ2e

∓π2 φ1 = ±iφ3. (23)

Or, more usefully,

φ2e
∓π2 φ1 = ±ie∓π2 φ1φ3. (24)

In order to proceed further, we need to work in a basis
|j,m〉 where j and m are the good quantum numbers2.
This is valid because j is an eigenvalue for φ0, and m for
φ3. The arguments of the preceding sections require us
to operate in a basis where both φ0 and φ3 are diagonal.
Thus by choosing to operate on the eigenfunctions |j,m〉
of φ3, we have,

φ2e
∓π2 φ1 |j,m〉 = ±i(m+ 1

2 )e∓
π
2 φ1 |j,m〉 (25)

Using the substitution Ψ±jm = e∓
π
2 φ1 |j,m〉, we get the

eigenvalue equation:

φ2Ψ±jm = ±i(m+ 1
2 )Ψ±jm (26)

Note that the Ψ’s cannot be normalized in the usual way
since they do not belong to the familiar Hilbert space, but
they nevertheless function as simultaneous eigenstates
for φ0 and φ2 since the two commute. The final step to
obtaining the spectrum of H is to determine the values
of m for a given value of j. This is done by following the
same methods used for angular momentum. We define:

φ± = φ1 ∓ φ3. (27)

It is easy to see that:

[φ2, φ±] = ±iφ±. (28)

Thus the φ± function as raising and lowering operators,
just like the J± operators of angular momentum. Together
with the SU(1, 1) Casimir identity φ2

0 = 1
4 +φ2

3−(φ2
1 +φ2

2),
we can show that the highest/lowest value of m is given
by ±|j|. Since j increments by 1

2 from the definition

(Eq.(21)), we have m = |j|, |j|+ 1
2 , |j|+ 1, . . . so we can

now think of writing the action of the Hamiltonian on
the Ψ±jm on the basis of Eqs. (21) and (26) as:

HΨ±jm = 2~ (ωφ0 + γφ2) Ψ±jm

= 2~
(
ωj ± iγ(m+ 1

2 )
)

Ψ±jm. (29)

2 We can readily go from |j,m〉 to |nA, nB〉 using Eq. (21).
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Thus we now have the spectrum of the Bateman-Feshbach-
Tikochinsky (BFT) oscillator given by:

H±jm = 2~ωj ± i~γ(2m+1); m = |j|, |j|+ 1

2
, |j|+1, . . .

(30)
with the eigenfunctions:

Ψ±jm(t) = exp[− iH
±
jmt

~ ]Ψ±jm

= e(−2iωjt±γ(2m+1)t∓π2 φ1)|j,m〉. (31)

Now, let us consider the special case γ → 0, i.e., the
quasi-free oscillator. In this case, we keep nB = 0 and so
2j = 2m = nA = n. Then the spectrum is:

H±n = n~ω ± iγ~(n+ 1). (32)

We should recognize this as a serious problem, since even
in the limit of shutting down our virtual oscillator, we
still have its term remaining in the spectrum. Since
the mirror oscillator is only a mathematical construct to
allow us the use of the Hamiltonian formalism, the only
physical variable is x, for which we are missing the correct
commutation relation ([x, p] = i~). Nevertheless, we will
persist for the moment with the Schrödinger-Hamilton
formalism to obtain the dispersion relations for the BFT
system, which will also bring into focus its principal flaw.

Let us now calculate the uncertainty relations for this
system. Following the time-dependent Schrödinger equa-
tion, we have for an observable F :

i~
∂Ψ

∂t
= HΨ, (33a)

∂t〈F 〉 = − i
~
〈
[F,H]

〉
. (33b)

Using the above equations and the expression Eq.(6) for
the BFT Hamiltonian H, we get the following relations:

∂t〈x〉 =
−i
~
〈
[x,H]

〉

=
−i
~
〈
[x,pp̄− γ(xp− x̄p̄) + ω2xx̄]

〉

=
−i
~
〈
[x,p]p̄ − γx[x,p]

〉

= 〈p̄〉 − γ〈x〉. (34a)

Similarly,

∂t〈x̄〉 = 〈p〉 − γ〈x̄〉, (34b)

∂t〈p〉 = γ〈p〉 − ω2〈x̄〉, (34c)

∂t〈p̄〉 = γ〈p〉 − ω2〈x〉. (34d)

Using the time evolution relations for the second order
operators, we have:

∂t〈x2〉 =
−i
~
〈
[x2,H]

〉
= −2γ〈x2〉+ 2〈xp̄〉, (35a)

∂t〈p̄2〉 = −2γ〈p̄2〉 − 2ω2〈xp̄〉, (35b)

∂t〈xp̄〉 = 〈p̄2〉 − 2γ〈xp̄〉 − ω2〈x2〉. (35c)

To move ahead, we use the the definition of the variances:

σ2
x ≡ σxx = 〈x2〉 − 〈x〉2, (36a)

σpp = 〈p2〉 − 〈p〉2, (36b)

σxp = 〈xp〉 − 〈x〉〈p〉. (36c)

Using these, we can obtain the rates of change in the
variances as follows:

∂tσxx = ∂t〈x2〉 − 2〈x〉∂t〈x〉
= −2γ〈x2〉+ 2〈xp̄〉 − 2〈x〉(〈p̄〉 − γ〈x〉)
= 2〈xp〉 − 2〈x〉〈p〉
= 2σxp (37a)

Similarly,

∂tσpp = −4γσpp − 2Ω2σxp (37b)

∂tσxp = σpp − 2γσxp − Ω2σxx (37c)

where we have used the expression Eq. (4b) for p̄ in
terms of p and the one for Ω2. These equations can be
solved using a computer algebra package. The resultant
expressions are for the variances σxx and σpp are based
on the assumptions that σxx(0) = ~/2Ω and σ̇xx(0) = 0 :

σxx(t) =
~

2Ω
e−2γt

[
1 +

γ

ω
sin 2ωt+ 2

γ2

ω2
sin 2ωt

]
(38)

σpp(t) =
~Ω

2
e−2γt

[
1− γ

ω
sin 2ωt+ 2

γ2

ω2
sin 2ωt

]
(39)

Thus we see that:

∆x(t)∆p(t) =
√
σxx(t)σpp(t) ∼ O(e−2γt). (40)

This the most fundamental flaw with the Feshbach-
Tikochinsky picture, that the fundamental uncertainty
product inevitably approaches zero, as long as γ 6= 0,
now matter how small, and hence violates Heisenberg’s
uncertainty principle for the physical oscillator. This is
the reason, this treatment cannot be the definitive answer
to quantizing dissipative systems.

III. BOPP’S ALTERNATIVE TREATMENT OF
THE BATEMAN SYSTEM

The Feshbach -Tikochinsky approach, however, is not
the only path to the quantization of the Bateman system.
Almost at the same time, Bopp [7] published another
approach to this problem. In Bopp’s method, a canonical
transformation {x, x̄,p, p̄↔ X, X̄, P, P̄} is first applied
to the Hamiltonian. We have the following ansatz:

p = 1
2 (P + ωX̄ + iP̄ + iωX), (41a)

p̄ = 1
2 (P + ωX̄ − iP̄ − iωX), (41b)

x = i
2ω (P − ωX̄ + iP̄ − iωX), (41c)

x̄ = −i
2ω (P − ωX̄ − iP̄ + iωX). (41d)
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Substituting these equations into Eq. (6) yields a diagonal
form in the new variables:

HB =
1

2
(1− iγ

ω
)(P 2 + ω2X2) +

1

2
(1 +

iγ

ω
)(P̄ 2 + ω2X̄2).

(42)
Clearly Eq. (42) represents two oscillators, one being the
physical reality (X,P ) and the other is its dual (X̄, P̄ )(and
which are manifestly uncoupled when γ → 0). At this
point we make a choice to introduce a change in variables:

a =
1√
2~ω

(P − iωX), ā =
1√
2~ω

(P̄ − iωX̄), (43a)

a∗ =
1√
2~ω

(P + iωX), ā∗ =
1√
2~ω

(P̄ + iωX̄).(43b)

Reversing these equations, we get:

P =

√
~ω
2

(a+ a∗), X =

√
~

2ω
(a∗ − a), (44a)

P̄ =

√
~ω
2

(ā+ ā∗), X̄ =

√
~

2ω
(ā∗ − ā), (44b)

Making this substitution in the expression for the Bopp
Hamiltonian in Eq. (42), we get the expression,

HB = ~ω(a∗a+ ā∗ā)− i~γ(a∗a− ā∗ā)

= (~ω − i~γ)a∗a+ (~ω + i~γ)ā∗ā. (45)

and the Poisson brackets for this expression are given by:

{a, a∗} = i/~, {ā, ā∗} = i/~. (46)

We must now realize that in order to canonically quan-
tize this system, the Poisson bracket is replaced by the
commutator of the kind {a, a∗} → i

~ [a, a†]. Thus we have:

[a, a†] = 1, [ā, ā†] = 1. (47)

But now that we are replacing the classical variables with
their operator versions, we should replace:

a∗a→ 1
2 (a†a+ aa†) = (a†a+ 1

2 ), (48a)

ā∗ā→ 1
2 (ā†ā+ āā†) = (ā†ā+ 1

2 ). (48b)

Following this, the Hamiltonian assumes the form:

HB =
(
~ω(a†a+ 1

2 )− i~γa†a
)

+
(
~ω(ā†ā+ 1

2 ) + i~γā†ā
)
,

= ℋ + ℋ ∗. (49)

The first observation is that we have now separated the
Hamiltonian into two components: one for the physical
oscillator and one for its dual, which we were not able to
accomplish earlier. Recognizing that the physical oscil-
lator is the only component of any significance, we shall
now focus on this portion of the full Hamiltonian. This

compromises the Hermiticity of the physical Hamiltonian,
which is now given by

ℋ = ~(ω − iγ)a†a+ ~ω
2 . (50)

which restores the known Hamiltonian when γ → 0. How-
ever, we shall ignore this fact for the moment.s

The second thing we note is that although we have been
using the Schrödinger formalism all along, it assumes the
existence of a state space and vectors with conserved
norm. This is not entirely true in the case of dissipative
systems, where a non-Hermitian Hamiltonian implies a
time varying norm. The correct approach then, is to
adopt the language of density operators, but still making
use of notions such as expectation values of operators
i.e., 〈F 〉 = 〈 |F | 〉/〈 | 〉. We shall therefore introduce
a density operator w = |ψ〉〈ψ| where |ψ〉 are the state
vectors on the space where ℋ is defined. Following the
time dependent Schrödinger equation, we have:

i~ẇ = i~(|ψ〉〈ψ|) = ℋw − wℋ †. (51)

If we now use w in the number representation, then we
may state (using the resolution of the identity twice):

w =
∑

n,m

|n〉〈n|w|m〉〈m| =
∑

n,m

|n〉wnm〈m|. (52)

Using the fact that ℋ |n〉 = n~(ω − iγ)|n〉, and using Eq.
(51), we get,

ẇnm = −iω(n−m)wnm − γ(n+m)wnm. (53)

where we notice that a){wnm} has a decaying trace, and
b) the diagonal and off diagonal elements do not mix as
they evolve. Thus wnm(t) can be written as

wnm(t) = ρnm(0)e[−iω(n−m)−γ(n+m)]t. (54)

where,

ρmn(t) = wmn(t)/Tr(w(t)). (55)

is the properly defined density matrix, ensuring that
Tr(ρ(t)) = 1, such that 〈F 〉 = Tr(ρF ). The only problem
with this is that we are given wnm and not ρnm. Thus
ironically, the precise indication of the system’s initial
state, i.e., ρnm(0) is required to move forward with the
steady state solution.

This brings us to our final observation. Having begun
with a classically dissipative system, we must pay due
attention to the classical initial conditions in light of
Ehrenfest’s theorem. Stationary states certainly do not
behave very classically, (we can readily see that 〈P 〉 = 0
since 〈a〉 = 〈a†〉 = 0), so we must choose states that show
behavior closest to classical solutions to the equations of
motion. These, of course, are the coherent states |α〉, with
the property that if a is the annihilation operator, then
a|α〉 = α|α〉, where α ∈ C. We, also know from quantum
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mechanics texts that these states form an over-complete
set with the following properties:

1

π

∫
|α〉〈α| d2α = 1, (56)

|α〉 = e−
1
2 |α|

2
∞∑

n=0

αn√
n
|n〉, (57)

and,

|〈α|β〉| = exp (− 1
2 |α− β|2). (58)

where d2α = d<(α) d=(α) and the integration is per-
formed over the entire complex α-plane. Then, in analogy
to Eq. (52), we may define a density operator ρ in the
coherent state representation3:

ρ =

∫
P (α)|α〉〈α| d2α. (59)

If at time t = 0, the oscillator is prepared in a pure
coherent state |α0〉, then we have P (α) = δ(α−α0)δ(α∗−
α∗0) and so ρ(0)(0) = |α0〉〈α0|. Substituting into Eq. (57),
we obtain as the matrix elements of ρ(0):

ρ(0)
nm(0) = exp (−|α0|2)αn0α

∗m
0 /
√
n!m!. (60)

Now using the fact that wnm(0) = ρnm(0), and substi-
tuting into Eq. (54):

wnm(t) = e−|α0|2 α
n
0α
∗m
0√

n!m!
e(−iω(n−m)t−γ(n+m)t). (61)

Now we take the trace:

Tr(w(t)) =
∑

n,m

wnm(t) δn,m

=
∑

n

e−|α0|2 |α0|2n
n!

e−2nγt

= e−|α0|2(1−exp (−2γt)). (62)

And using the definition Eq. (55) of ρnm(t), we have:

ρ(0)
mn(t) =

αn0α
∗m
0√

n!m!
e(−|α0|2 exp (−2γt)−iω(n−m)t−γ(n+m)t).

(63)
We can now substitute this equation in the general defini-
tion of ρnm:

ρnm =

∫
P (α0) ρ(0)

nm(t) d2α0 (64)

3 The P (α) is often called a quasi-probability distribution since it
can in general take negative values.

We should state here that we have used rather specific
initial conditions, namely the damped pure coherent state,
but in this report we restrict ourselves to cases where
Ehrenfest’s quantum-classical correspondence is manifest
for all γ (including γ = 0) and any arbitrary X(0) and
P (0). It is also possible to maintain the correspondence by
averaging over α0 in Eq. (63), but this aspect is beyond
the scope of this report, as it brings into question the
applicability of Schrödinger’s equation to this problem.
We are now in a position to calculate the expectation
values of the operators:

〈a〉 = Tr(ρa) =
∑

n.m

〈n|ρ|m〉

√
n δm,n−1︷ ︸︸ ︷
〈m|a|n〉

= 〈α0〉 e−iωt−γt. (65)

Similarly,

〈a2〉 = 〈α2
0〉 e−2iωt−2γt, and, (66)

σaa = 〈a2〉 − 〈a〉2 = σaa(0) e−2iωt−2γt, (67a)

σa†a† = σa†a†(0) e2iωt−2γt, (67b)

σa†a = σa†a(0) e−2γt, (67c)

σaa† = σaa†(0) e−2γt + (1− e−2γt). (67d)

Now using the definitions of X and P using Eqs.(44a),
(44b) and the commutation relations, we get for the initial
ground state uncertainty:

σaa(0) =
γ(γ − iω)

2Ω
, σa†a†(0) =

γ(γ + iω)

2Ω
, (68)

σa†a(0) = Ω/2ω − 1
2 , σaa†(0) = Ω/2ω + 1

2 . (69)

Furthermore from the definitions of a and a†, i.e., Eq.
(44a),

σXX =
−~
2ω

[σaa − (σaa† + σa†a) + σa†a† ] , (70)

σPP =
−~
2ω

[(ω − iγ)2σaa

−Ω2(σaa† + σa†a) + (ω + iγ)2σa†a† ].

This leads to our final expressions for the variances (or
squared uncertainties):

σXX(t) =
~

2Ω
e−2γt

[
1 +

γ

ω
sin 2ωt+ 2

γ2

ω2
sin 2ωt

]

+
~

2ω
(1− e−2γt), (71)

σPP (t) =
~Ω

2
e−2γt

[
1− γ

ω
sin 2ωt+ 2

γ2

ω2
sin 2ωt

]

+
~Ω2

2ω
(1− e−2γt). (72)



7

Thus we have σXX · σPP > 0 for all t and γ. Thus
by imposing the correct commutator algebra, we have
reinstated Heisenberg’s principle. However, in the process
of separating the physical system from its adjoint and
working within Schrödinger’s state vector formalism, we
have glossed over a few subtleties.

IV. CONCLUSION

In this report, we have analyzed the simplest dissipative
system, namely the damped linear harmonic oscillator,
and attempted to quantize it analogously to its undamped
version. A quasi-2D classical model was proposed as per
Bateman, and later treated quantum mechanically by Fes-
hbach and Tikochinsky. The dissipative physical oscillator
was mirrored by a dual oscillator which allowed for math-
ematical dexterity and allowed the use of the Hamiltonian
formalism by making the total system energy conserving.
The näıve canonical quantization of the system yielded
a vanishing commutator in the physical oscillator’s dy-
namical variables, leading to a violation of Heisenberg’s

uncertainty principle. We cannot let this fact be obscured
by a sophisticated treatment of the Hamiltonian and its
spectrum.

As it turns out, the true solution to the dissipative
oscillator problem lies in relaxing the requirement of a
pure state vector framework and allowing mixed states
represented by a density operator from the outset. The
environment is treated as bath with infinite degrees of
freedom. Furthermore, the phase space representation
is done explicitly for the dual system, and the mirror
variables are then eliminated by integrating over their
classical phase space before quantizing the system. The
resulting dynamical equations are identical with those
from Bopp’s treatment [4], but this is beyond the scope
of the present report.
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Quantum Nature of Classical Information

Vishal Johnson
(Dated: June 19, 2019)

Properties such as entanglement and superposition are generally considered distinctly quantum.
This paper attempts to demonstrate situations in which classical information systems show such
properties. The paper starts with a brief introduction to the qubit and some of its properties. A
quantum mechanical description of classical information, using qubits, is then developed wherein
parallels between classical information and quantum states is drawn. This description is used to
demonstrate how some classical systems show quantum behaviour. Finally, the popular chinese
whisper game is analysed using perturbation theory. The paper concludes with a discussion on the
classical limit of quantum information.

At length and time scales that correspond to common
human experience, intuition is guided by classical physics1.
This is because classical physics successfully explains most
of the phenomena experienced at these scales, albeit with
some arbitrary underlying assumptions. This shall hence-
forth be referred to as the classical domain. On the other
hand, at length and time scales corresponding to atoms
and nuclei, quantum theory successfully explains most
of the phenomena, with some arbitrary underlying as-
sumptions nonetheless, and this shall be referred to as the
quantum domain. Classical behaviour sometimes seems
to violate the principles of quantum mechanics, the pa-
per starts with an attempt to explain these differences.
On the other hand, quite surprisingly, some classical be-
haviour still possess quantum mechanical nuances and this
shall be discussed next. The perspective of information
is adopted.

I. INTRODUCTION TO THE QUBIT

Common sense dictates ideal classical information sys-
tems to possess certain properties. A few of the obvious
ones are listed below.

• Objectivity: Inspired by [1], objectivity is the prop-
erty by which different measurements of the classical
information yields consistent results2. Consistency
could be over different observers or over different
times.

• Fixed Basis: Measurements of classical information
yield results that are distinct, are mutually exclu-
sive and belong to fixed categories. There exists

1 Classical physics referring to newtonian mechanics, classical ther-
modynamics, classical electromagnetism and so on. In this paper,
relativistic effects are ignored in both, the classical and quantum
domains.

2 This is not to say that the same results would be obtained each
time. In case one measures the classical position of a particle, one
might get a different position at different points in time. However,
the positions would be consistent with the velocity of the particle.
That is what is meant by consistent.

nothing between a and b; this property is related
to discreteness given below.

• Discreteness: While this is a property that is neither
unique to nor possessed by all classical systems,
most encodings of classical information is inherently
discrete. A discrete alphabet is used to encode the
information.

Many quantum information systems are also discrete,
in that the basis states form a countable set. But they
differ from classical information systems in the other two
aspects. Firstly, different observers may obtain different
outcomes. This happens, for example, if the quantum
state is a superposition state. In this case, each basis
state only has a certain probability of being observed. It
is not possible to predict the outcome a priori. Because
of this, objectivity is lost. There cannot be a consensus
on the basis state that the system is in3. There is another
way in which these quantum states may be inconsistently
measured; and that corresponds to a ”rotation” of the
measuring apparatus. The measurement could be done
in a different basis and that would affect the result; this
again is non-classical.

Consider the example of a one dimensional quantum
harmonic oscillator[3, p. 283][4]. The hamiltonian of the
oscillator is:

H =
p2

2m
+

1

2
mω2x2, with solutions, (1a)

ψ0(x), ψ1(x), ψ2(x)..., satisfying, (1b)

− ~2

2m

d2ψn(x)

dx2
+

1

2
mω2x2ψn(x) = Enψn(x). (1c)

The ψ′s form the energy eigenstates of the system.
Choosing any two states of the system, ψ0(x) and ψ1(x)

3 In this case, it is assumed that the quantum information system is
a machine that consistently produces arbitrarily many instances
of a certain general quantum state. It is possible to probe the
state using techniques such as weak measurement and then obtain
the state as a superposition[2]. The point here is to see that the
behaviour differs from that of classical information.
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Figure 1. The Harmonic oscillator potential and wavefunc-
tions.

Figure 2. (a) Measurement in a basis. (b) Rotating the
apparatus of measurement.

for convenience, and restricting the system to stay in
these states, one gets a qubit. It is much more convenient
to express these wavefunctions in the dirac notation and
this shall be used henceforth. The states are thus,

|0〉 = ψ0(x), and,

|1〉 = ψ1(x).
(2)

These states differ from classical information basis
states as they can be in a superposition state,

|ψ〉 = α |0〉+ β |1〉 . (3)

If an observer were to measure the state |ψ〉, they

obtain state |0〉 with a probability of |α|2 and state |1〉
with a probability of |β|2. It is possible that two observers
measure something different given the same quantum state
and, thus, measurement is not consistent4. Finally, the
states can be measured by ”rotating” the apparatus and
this introduces further subtleties, see figure 2.

4 It is again emphasised that the quantum information system does
not produce just one instance of the state but rather produces
arbitrarily many instances. In this sense, the quantum informa-
tion produces the quantum states consistently, but that does not
imply that the measured results would be consistent.

II. A QUANTUM DESCRIPTION OF
CLASSICAL INFORMATION

If quantum mechanics is the correct description of mat-
ter, classical behaviour should be obtained as a limit of
the quantum. However, as classical behaviour differs sig-
nificantly from the quantum it is not obvious how the
limit is obtained. This section attempts to use qubits to
build a classical state; ad-hoc conditions are imposed on
the qubits in order for classical behaviour to emerge. It
further explores these ideas in the purview of quantum
decoherence and einselection [5].

Classical behaviour is characterised by highly consistent,
highly repeatable measurement outcomes. An attempt
is made to obtain these classical states from qubits. An
arbitrary qubit is represented in a state such as,

|ψ〉 = α |0〉+ β |1〉 . (4)

Here, |0〉 and |1〉 represent the basis states that the
qubit is measured against. The basis states represent
something physical such as the direction of magnetic field
or the splitting of beams in an interferometer apparatus
and are necessary while physically describing the qubit.
As many quantum systems are infinite dimensional and
also contain a large number of particles it would be impos-
sibly cumbersome to describe them in the physical basis.
In order to describe classical states it makes more sense
to talk about a ”logical” basis. The logical states encode
whether or not the qubit is rotated in the correct direc-
tion with respect to obtaining the classical measurement
outcomes5.

This is best described using an example. Consider a
tiny patch of paper in a book, on which is written ’a’. In
this case the molecules of ink and the molecules of the
paper form the physical part of the classical system. The
letter ’a’ is recognised by looking at those points in which
the molecules of ink are absorbed and hence the positions
of all the ink molecules, in the patch of paper, could be
considered as the state space of the system. If one looks
at a particular molecule of ink, only certain positions
within the lattice of paper molecules would correspond
to consistent representations of ’a’. Even though the
Hilbert space is not two dimensional in this case, one
could divide it into positions corresponding to consistent
representations and those not. In this way, the state-space
could be divided into,

|0L〉 ↔ states(locations) corresponding to ’a’ (5a)∣∣0L
〉
↔ states(locations) not corresponding to ’a’ (5b)

5 See, for example [3, p. 283] cited before. In this case the article
goes on further do describe the logical states |00L〉, |01L〉, |10L〉
and |11L〉. These states are logical states in that they encode what
values the qubit logically refer to, irrespective of their particular
physical characteristics
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Thus, each molecule of ink is in a state such as,

|ψL〉 = α |0L〉+ β
∣∣0L.

〉
(6)

This discussion was for one instance of a representation
of ’a’. In fact the logical state would remain unaltered
if the entire text were shifted slightly to the left or to
the right or if it were slightly expanded or contracted.
Thus, there are many physical configurations that lead to
a consistent logical state. This is one factor that adds to
the resilience of classical states. In order to carry forward
this discussion it is assumed that there exists the ideal
’a’ whose physical state perfectly captures the essence
of ’a’ness. The logical basis of the ideal ’a’ is then used
to describe any other instance. The |0L〉 and

∣∣0L
〉

refer
to these basis states. Any instance of ’a’ is not simply

|0L〉⊗N but is a more complicated state, it would look
like a mixed state with a certain probability distribution
over states close to the ideal ’a’.

Before the ’a’ is written, the molecules of paper and the
molecules of ink are in a random, uncoordinated state. It
is then written down and a coordinated ’a’ state is formed;
the interaction with the environment occurs when the
state is being written. One could ask what caused the
’a’ to exist in the first place, or why it it written the
way it is. The ’a’ written on a patch of paper is not a
stand-alone system, its formation and existence is shared
with every other ’a’, and with several other interacting
systems. There is a certain component of ’a’ness in any
of its written instances. This is inevitably linked to the
environment, it is in the writing of the ’a’ that there is an
interaction in the environment and where the component
of ’a’ness gets infused in it. One could thus be write the
state of the ’a’ as,

∣∣ψ′a′

〉
=
∣∣ψ′a′

〉
P
⊗
∣∣ψ′a′

〉
L
, (7)

where the |ψ′a′〉P corresponds to the physical part of
the ’a’, where the molecules are placed and so on, as
discussed in a prededing paragraph, and the |ψ′a′〉L corre-
sponds to the logical part, that is guided by the interaction
with the environment. The composite state |ψ′a′〉 is in-
timately connected to both and the two subsystems are
indispensable for the whole state. While the state of the
|ψ〉P could be a mixed state; it is assumed that in the
enlarged Hilbert space that it lives, |ψ〉′a′ is indeed a pure
state. The state |ψ′a′〉 could thus be a superposition of
many states of varying distance from the ideal ’a’ state6.
It is proposed that the composite state would look like
a gaussian curve in the enlarged Hilbert space, figure 3.
The motivation is that the errors tend to be normally
distributed; a justification of this is provided in section
IV.

The interaction with the environment stays on even
after the ’a’ is written;, the environment continues to

6 The ideal ’a’ state here includes the physical and logical parts.

Figure 3. (a) Physical states making up the basis. The classical
state pointing somewhere in the state space. (b) Rotating the
basis to point along the classical state.

influence the logical state of the system, this is discussed
later. Not only does the environment guide the formation
of the state but so also does it guide its measurement.
Any observer wishing to read the ’a’ is guided by the envi-
ronment in doing so. In a sense, the axes of measurement
are rotated to correspond to the logical basis, figure 3(b).

To be more specific about the interaction with the en-
vironment it is assumed that there exists an ’a’ gas; the
part of the environment that influences the ’a’ systems.
This ’a’ gas has an existence extended over the earth in
space and over centuries in time. It is a sort of memetic
state that tries to keep repeating itself. There is compe-
tition between the different versions of the ’a’ and there
is a quantum darwinism that einselects the states more
suitable to the environment[1]. If in no other way, the
’a’ state at least influences the environment in adding
itself to the ’a’ gas; thus, not only does the environment
influence the ’a’ state but so also does the ’a’ system
influence the environment7.

(|φ〉P ⊗ |φ′〉L)⊗
∣∣ψ′a′

〉
env
−→

(
∣∣ψ′a′

〉
P
⊗
∣∣ψ′a′

〉
L

)⊗
∣∣∣ψ′′a′

〉
env

.
(9)

Here the |φ〉 represent random, uncoordinated states.
And |.〉env represents the ’a’ gas of the environment. There
is similarly, a ’b’ gas and a ’c’ gas so on. These gases
are governed by grammar and morphology[6], much like
the ’a’ gas guides the physical state of a written instance.
These form even larger states that interact with the letter
gases, they are grammar states and word states; only
certain strings of letters make sense and only certain
combinations of words make sense. These states in turn
guided by meaning states and beauty states and so on.

7 This could also explain the ability of classical states to be copied,

∣∣ψ′a′
〉
⊗ |ψu〉 ⊗ |φe〉 −→

∣∣ψ′a′
〉
⊗

∣∣ψ′a′
〉
⊗

∣∣φ′e
〉

(8)

Here,
∣∣ψ′a′

〉
is the classical ’a’ states, |ψu〉 is an uncoordinated

random state and |φ〉 are environment states. The environment
enables copying.
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Figure 4. Schematic Stern-Gerlach apparatus. (a) Apparatus
turned to only allow |0〉 states (b) Apparatus turned to allow
only |1〉 states (a) Apparatus turned to allow all states.

There is a hierarchy in which the higher states guide the
lower states.

In order to continue the discussion to classical systems
that show quantum effects it would be helpful to declare a
few quantum states that will be used. For our discussion
it is enough to stick to the morpheme level. A morpheme
is the minimum unit of meaning[6, p. 40]; for the purpose
of the paper it could be described as a state that conveys
something definitive. Some examples of morphemes are
|motorola〉, |milk〉 and |breakfast〉. These all have spe-
cific meanings and the state codifies the specific meaning
that these morphemes carry. Some other examples could
be |count〉 and |key〉. But these morphemes are under
specified. count could have multiple meanings and so
could key, that is they have the same physical state but
different logical states. How does one decide what mean-
ing to use? The meaning usually becomes clear through
context. If one wrote, ”The count of monte cristo”, the
text takes on that value of |count〉. If on the other hand
one wrote, ”I lost count of the cards”, the text takes on a
different |count〉 value. The surrounding words cause the
collapse to a particular |count〉 state! This is one of the
ways in which the environment continues to influence a
written state once it is written.

One could be a lot more specific while writing down
the states. The notation |count〉”count” is used in place
of the previous |”count”〉P ⊗ |count〉L8. It refers to the
specific |count〉 state that a particular written instance,
”count” takes on. Thus, |ψ〉”count” collapses to a particular
|count〉 state when surrounded by extra information. If,
for example,

|0〉 ↔ count of monte cristo (10a)

|1〉 ↔ count of cards, (10b)

then, |0〉”count” refers to ”count” as in ”count of monte
cristo” and |1〉”count” refers to ”count” as in ”the count
of cards”. ”count” here might refer not just to a written
state but also a spoken state, a digital copy or any other
physical representation9.

8 The single quotation marks used for ’a’ were to make it stand
out. Here the double quotation marks used for ”count” represent
a written instance of the system, in other words the physical part
of the composite system.

9 Observe how the morpheme states dictate the axes used to mea-
sure the ”count” classical states. Higher order states like mor-

Figure 5. The states corresponding to ”dad jokes” and the
Stern Gerlach apparatus used to measure them.

It is interesting to look at the rotations guided by the
higher order language states. In order to motivate this, it
is assumed that the collapse of a state happens because
of a Stern-Gerlach apparatus[7]. With respect to our
example, the environment is acting as a Stern-Gerlach
apparatus, guiding the axes as well as the specific value
that the state collapses to. Figure 4 clarifies the issue.

III. QUANTUM BEHAVIOUR OF CLASSICAL
INFORMATION SYSTEMS

It is hard to see quantum behaviour in the classical
states. These states are too classical to behave quantumly.
One must rather look at higher order language states such
as grammar and meaning to get a clear picture of the
quantum behaviour. This shall be demonstrated using an
example.

Consider the phrase, ”dad jokes”. It could be inter-
preted in at least two different ways,
”dad jokes” - As in the noun ”dad-jokes”, the kinds

of jokes dads tend to make. In this case ”dad” is an
adjective-noun and ”jokes” is a noun. They are both half
the noun ”dad jokes”. This could be denoted as state |0〉.

”dad jokes” - As in the noun - verb ”dad jokes”, the
statement that dad makes jokes. In this case, ”dad” is
a noun and ”jokes” is a verb. This could be denoted as
state |1〉.
|0〉 and |1〉 are morpheme states. They are not exact

quantum states but rather codify the classical states and
guide their interpretation. They could be seen as the
logical qubits for the classical states. Let the state space
be restricted to the two morpheme states, see figure 5. In
that case, the phrase ”dad jokes” could correspondingly

phemes dictate the rotations of lower order classical, physical,
states. The morpheme states are themselves dictated by even
higher order language states such as spelling and grammar and
meaning.
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be in two different states,

|ψ〉”dad jokes” = |0〉”dad” ⊗ |0〉”jokes” , or, (11a)

|ψ〉”dad jokes” = |1〉”dad” ⊗ |1〉”jokes” (11b)

When there is a source of ”dad jokes” phrases it is
always assumed to be in one of the two morpheme states.
The question is whether the state of such a phrase is a
superposition state or a mixture state a prioi. It is clear
that a state such as |ψ〉”dad jokes”,P , the physical repre-
sentation of the information such as an instantiation on a
piece of paper, is a classical state and thus a measurement
would not change its state. On the other hand it is not
clear whether the morpheme states, that is the logical
states behave classically or quantumly. Beginning with a
classical assumption, it is proposed that the state is in a
mixture state such as,

|ψ〉”dad jokes” =

{
|0〉”dad” ⊗ |0〉”jokes” , probability p

|1〉”dad” ⊗ |1〉”jokes” , probability 1-p.

(12)
This means that the state is along the basis, it only

takes on either |0〉”dad”⊗|0〉”jokes” or |1〉”dad”⊗|1〉”jokes”.
And thus, when the phrase is given some context, the
meaning becomes immediately apparent.

When one says,

”I love telling dad jokes.”

the state collapses10 to |0〉”dad”⊗|0〉”jokes”. This could
be interpreted as a restriction of the measurement space
to only one of the alternatives, see figure 6. So far, so
good. If however, one proceeds to read further and comes
across,

”I love telling dad jokes. He especially likes knock knock
jokes”,

one is forced to choose the other alternative, |1〉”dad” ⊗
|1〉”jokes”. If the state was in a mixture state and was
restricted to only one alternative, it does not make sense
to change that alternative later. It does not even make
sense from a classical information perspective because in
that case it seems to violate the objectivity conditions11!

To make matters worse, the sentence could further read,

”I love telling dad jokes. He especially likes knock knock
jokes, but Matt enjoys the occasional dad joke too.”.

10 Of course as a classical state it must have always been in that
state.

11 One might say that the state was always in a consistent state
and not fully revealed when the sentence was only partially read.
Well, it might be that the page is torn off after that phrase and
so somebody may not get to read the complete sentence. In that
case they would be stuck with the incomplete, apparently wrong
collapse of the state!

Figure 6. ”Collapse” of a classical state.

Figure 7. Rotation of the morpheme measurement axes to
correspond to the classical state.

Now the state is back to being |0〉”dad” ⊗ |0〉”jokes”! It
must, thus, be that the morpheme state is in a superposi-
tion state of |0〉”dad” ⊗ |0〉”jokes” and |1〉”dad” ⊗ |1〉”jokes”.
A physical classical state, such as ”dad jokes” written
on a piece of paper is unlikely to undergo such a change.
This is because the states are too classical, they are very
well designed. But even if the state was in a superposition
such as α |0〉”dad”⊗|0〉”jokes”+β |1〉”dad”⊗|1〉”jokes”, that
does not answer the question. Once the state has settled
to one of the basis states, it cannot turn into the other.
If instead, one imagines the morpheme axes to turn to
correspond to the classical state, it does not violate any of
our requirements. The classical state remains unaffected
by the rotation of the axes and the state can still be
said to collapse to the required morpheme state. Thus,
measurements in these systems correspond to rotations
of the axes of measurement, see figures 6 and 7. Not only
are classical states affected by morpheme states but so
are morpheme state affected by classical states! Linear
algebra saves the picture once again. All of this could be
done with classical mechanics, what role does quantum
mechanics play in this interaction?

One might wonder, could the morpheme ever be in a
state such as |0〉”dad”⊗|1〉”jokes”? Again, the environment
does not allow that! It does not make sense to form a
phrase out of a half noun and a verb! One could say that
the axes cannot rotate in that direction, the environment
prevents it. This is reminiscent of an entangled state[3,
p. 95] α |0〉 ⊗ |0〉+ β |1〉 ⊗ |1〉. The state of any one of the
morpheme fixes the state of the other.

Now consider, the set of statements,

”I love telling dad jokes!
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Figure 8. Rotation of the morpheme measurement axes by π
4

Figure 9. True or False?

He doesn’t enjoy them so much though.”

In what state is the ”dad jokes” phrase now? Nei-
ther is it in the state |0〉”dad” ⊗ |0〉”jokes” nor is it in the

state |1〉”dad” ⊗ |1〉”jokes”. It seems to be in the state
1√
2
|0〉”dad” ⊗ |0〉”jokes” + 1√

2
|0〉”dad” ⊗ |0〉”jokes”! A su-

perposition of morpheme states. The joke only makes
sense if both morpheme meanings can simultaneously be
realised. The axes have been turned by π

4 ! See figure 8.

Humour is one of the higher order language skills where
such phenomena are observed. One should have no diffi-
culty imagining such a superposition state for emotional
states, philosophical quotes, moral questions and so on.
In fact for some of these higher level states one could imag-
ine a continuum between the states. For examples, the
moral value of something can be imagined to be on a spec-
trum between good and bad. What’s more these states
evolve with time and are different in different places. So
the morality wavefunction seems to have a variation over
space and time. These states seem to be quite common!

What is surprising is that some of the more physical,
lower order classical states also show such behaviour. The
”Laurel-Yanny” debate is a recent example of something
like that in the case of speech[8]. Again, one of the
prerequisites is a closeness in physical space between the
two states, that is, closeness of their classical states. In
this case, it can be seen that the signals are close in
frequency space[9]. See figure 9 for an example involving
written text.

Figure 10. The perturbing hamiltonian has a constant ampli-
tude and acts periodically over time.

IV. PERTURBATION THEORY

Consider again the ’a’ state of section II. Before being
written and after being written, the physical state

∣∣ψ′a′

〉
P

is only minimally affected by the environment; there may
be changes to the logical state. It is while the ’a’ is being
written that the environment interacts with the state
causing its einselection and this is the perturbation that
causes the ’a’ state to form. Consider once again the
equation regarding environmental selection, equation 9;
the hamiltonian driving this transition is a perturbation
hamiltonian δH(t) whose time dependence is such as to
exist for only a small amount of time, wherein the ’a’ is
being written down, see figure 10.

Assume that the ideal ’a’ state,
∣∣ψ′a′

〉
P

= |0L〉⊗N , is
produced immediately after the hamiltonian acts, it then
takes some amount of time before the state settles down;
during this time the classical state spreads over the state
space into a gaussian distribution, figure 3. The gaussian
behaviour is seen by considering the states to spread in a
random walk. A molecule in a state |0L〉 would transition
to a state

∣∣0L
〉

with a probability p. As each molecule
approximately has a certain fixed probability to change its
state, the number of particles that possess the

∣∣0L
〉

state
would be binomially distributed with a mean Np and
variance Np(1− p). For sufficiently large N the normal
distribution is approached. This idea is motivated from
[10, p. 588].

In order to calculate the probability of transition one
could look at the random walk of an ink particle. Assume
that it is written on a patch of paper 1cm2. It takes
about 1s for the ink to dry and the actual lines are about
0.5mm thick. The distance traversed by the molecule in a
random walk has a mean 0 and a variance R2 = 2Dt[7, 10],
where D is the diffusion coefficient and t is the time of
about a second. One gets R ' 2.2× 10−5m for a sucrose
molecule[11, p.286]. In order for the molecule to change
state from |0L〉 to

∣∣0L
〉

it would have to travel a distance

of at least 0.5mm = 510−4m. The length required to
travel is around 22.4 standard deviations. The probability
of that occurring is about 10−111! If the area of 1cm2

is broken into squares of 0.5mm one gets a grid of 400
segments. Assuming about a fifth of the space is occupied
by the ink, one gets the number of possible states to be(
400
80

)
which is about 1085. Even the immense number of



7

states cannot out-power the extremely low probability of
occurrence.

Consider a perturbing hamiltonian that has a transition
amplitude of

√
p leads to a probability p of changing state

and E is its energy. This hamiltonian simply reassigns
states with a different probability.

δH = E

(√
1− p √

p√
p
√

1− p

)
(13)

Equation (5.3.35) of [12, Ch. 5] states that the probabil-
ity of a transition to the continuum is given by equation,

Pf←−i(t) =
2π

~
|δHfi|2ρ(Ef )t. (14)

In this case δHfi is E
√
p, the transition amplitude.

ρ(Ef ) is the density of states at the final energy and thus,
Eρ(Ef ) equals the number of states, about 1085. The
probability of transition is,

Pf←−i(t) =
2π

~
ENpt. (15)

Substituting 3
2kBT for the average energy, kB being

the boltzmann constant and T the temperature, it is seen
that the probability of transition is about 10−12, quite
negligible.

V. DISCUSSION

The emergence of classical behaviour from the quan-
tum has been discussed at great length[1, 5]. It is seen

that classical behaviour is quite distinct from quantum
behaviour and that the environment plays a major role
in the transition from classical to quantum.

However, it is also seen that there is some residual
quantumness in even these classical states. Viewing the
environment as a hierarchy of systems that influence the
ones below them, it can be seen how the classical be-
haviour is einselected to generate the immense objectivity
in these states. There is a quantum darwinism that selects
the states which are most suitable to the environment.

The ideas about perturbation theory is developed only
approximately. It is critical to carry out the calculation in
much more detail as the solutions are very sensitive to the
input. All in all, this paper just touches upon the ideas
that are developed here and does not go into much detail.
There seems to be immense scope for further research
into this topic.

ACKNOWLEDGMENTS

The author sincerely thanks Abhijit Sahu, Abhishek
Vijayvergiya, Afreen Aliya, Akanksha Garg, Basil Zaman,
Karthikeya Koushik, Nibha Gupta, Sai Mahadev, Samar
Riaz, Srikar Raghavan, Sumeet Kshatriya and Vivek Sing-
hal for their help with this paper. The author also thanks
Jim Freericks and IllusoryAltruist for their highly useful
insights on the development of the paper. The author
is indebted to Shreyas Kolpe and Pradhan Sarathi for
their detailed analyses of the paper. Finally, thanks to
the 8.06 staff and community for the motivation to write
the paper.

[1] W. H. Zurek, “Quantum darwinism,” arXiv:0903.5082v1
(2009) .

[2] B. Tamir and E. Cohen, “Introduction to weak
measurements and weak values,” Quanta 2 (2013) no. 1,
7–17. http://quanta.ws/ojs/index.php/quanta/
article/view/14.

[3] M. A. Nielsen and I. L. Chuang, Quantum Computation
and Quantum Information. Cambridge University Press,
2000.

[4] D. J. Griffiths, Introduction to Quantum Mechanics (2nd
Edition). Pearson Prentice Hall, 2nd ed., 2004.

[5] W. H. Zurek, “Decoherence, einselection, and the
quantum origins of the classical,”
arXiv:quant-ph/0105127v3 (2003) .

[6] V. Fromkin, R. Rodman, and N. M. Hyams, An
Introduction to Language, 9th Ed. Wadsworth, Cengage

Learning, 2011.
[7] R. P. Feynman, R. B. Leighton, and M. L. Sands, The

Feynman Lectures on Physics. Reading, Mass:
Addison-Wesley Pub. Co, 1963.

[8] M. Salam and D. Victor, “Yanny or laurel? how a sound
clip divided america,”.

[9] J. Katz, J. Corum, and J. Huang, “We made a tool so
you can hear both yanny and laurel,”.

[10] R. K. Pathria and P. D. Beale, Statistical Mechanics.
Elsevier Ltd., 2011.

[11] P. Atkins and J. de Paula, Physical Chemistry for the
Life Sciences. W. H. Freeman, 2011.
https://books.google.ae/books?id=WPwA3E0XsOQC.

[12] B. Zwiebach, “8.06 quantum physics iii. spring 2018.,”.
https://ocw.mit.edu.



The Rotation Group in Non-Relativistic Quantum Mechanics

Su Kee Ng
(Dated: June 20, 2019)

In quantum mechanics, the angular momentum operator � which includes the orbital and spin
angular momenta � is known as the generator of rotations that obeys certain fundamental commuta-
tion relations and it has discrete eigenvalues. It turns out that all proper rotations form a Lie group
whose fundamental structure underlies the aforementioned angular momentum properties. This
paper presents the three dimensional rotation group in matrix representation. The more intuitive
representation by unit-determinant orthogonal 3⇥ 3 real matrices that form the SO(3) subgroup will
first be studied, followed by the more complete representation using unit-determinant unitary 2 ⇥ 2
complex matrices that constitute the SU(2) subgroup. This paper will also discuss the parameter
space and topological structure of these two subgroups and show that SO(3) is doubly covered by
SU(2), which gives rise to the integer and half-integer quantum numbers.

I. GROUPS AND REPRESENTATION

A. A Brief Introduction to Group Theory

A group G is a set of elements {gi | i 2 Z} under a
defined composition that satisfies the following axioms:

1. Closure: the composition product of any two group
elements is also a group element: gi � gj = gk 2 G

2. Identity: there exists an identity element that takes
each group element to itself: 11 2 G : 11 � gi =
gi � 11 = gi

3. Associativity: gi�(gj�gk) = (gi�gj)�gk = gi�gj�gk

4. Inverse: each group element has an inverse such
that gi � g�1

i = g�1
i � gi = 11

The composition defined can be any abstract operation,
including the common addition and multiplication. Any
set of elements that satisfies the above conditions form a
general group. We normally specify further properties to
define the structure of the group of interest. For instance,
a group whose elements are parametrised by continuous
variables is a continuous group. Any subset of a group
that satisfies the above four axioms forms a group by
itself, and it is a subgroup of its parent group.

A group generally consists of abstract elements, and
in many cases it is more convenient to represent them
with a set of other objects facilitate the study of the
characteristics of the group. A useful representation of a
group must meet all fundamental conditions of the group,
but they can have a di↵erent composition rule. Physicists
often use groups and their representations to study the
transformation properties of physical observables. We will
focus on the common way of representing the rotation
group using matrices.

B. Lie Groups and Lie Algebra

A Lie group L is a continuous group whose elements
are analytic functions[1] and the group operations are

smooth. This means that the composition of any two
group elements must induce a di↵erentiable map[4]. This
allows us to study a group by examining its local struc-
ture near its identity element and find the generators of
infinitesimal transformations and then write down the
analytic function. In many cases, the analytic function
can be derived by exponentiating the generators of the
group, which we will see later in this presentation.

The generators of a Lie group by themselves form a set
G of Lie algebra which is closed under the operation of
the Lie bracket [ , ] that satisfies the following conditions:

1. Bilinearity

[aJk + bJl, Jm] = a[Jk, Jm] + b[Jl, Jm], (1)

[Jk, aJl + bJm] = a[Jk, Jl] + b[Jl, Jm], (2)

for a, b 2 C, and 8Jk, Jk, Jm 2 G

2. Antisymmetry

[Jk, Jl] = �[Jl, Jk] 8Jk, Jl, Jm 2 G (3)

3. Jacobi identity

[Jk, [Jl, Jm]] + [Jm, [Jk, Jl]] + [Jl, [Jm, Jk]] = 0, (4)

8Jk, Jl, Jm 2 G

The Lie bracket that happens to be the commutator
[Jk, Jl] = JkJl � JlJk for matrix groups, but it can be
other operations such as the Poisson bracket as long as
the above conditions are satisfied[4].

C. The Rotation Group

There are two equivalent ways of modelling rotations.
We can either rotate the coordinate frame of reference or
rotate the object of interest. Both operations will produce
the same relative angular displacement. In this paper the
former convention is used.

A rotation R is a linear transformation of coordinates
xk 7�! x0k = Rx0k that preserves the origin O (homoge-
neous), the distance between two arbitrary points (or-
thogonal), as well as the orientation (handedness) of the
coordinates (unit determinant).
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The set of rotations in n-dimensional space fulfils all
the fundamental axioms to form a group R. A rotation
by an angle ↵ followed by another rotation by an angle
� is a rotation by an angle ↵+ �. A rotation of a vector
by a multiple of 2⇡ is the same as no rotation (i.e. its
identity). Each rotation can be reversed by a rotation by
the same amount in the opposite sense. R is also a Lie
group, so a finite rotation can be attained by a series of
continuous infinitesimal rotations generated by elements
that satisfy the Lie algebra. Rotations in n dimensions
generally do not commute, except for n  2. This can be
verified physically.

In general, one should think of rotation in n-dimensional
Euclidean space to occur on a plane instead of an axis.
Of course, these mutually orthogonal planes need not be
normal to a defined axis. In order to convince myself that
a rotation about an axis is unique for the 3D manifold,
I must prove that the number of mutually orthogonal
planes is equal to the number of independent axes i↵ (if
and only if) the dimension of the space is 3. This can be
expressed mathematically as

nC2 =
n(n� 1)

2
= n =) n = 0, 3 (5)

Due to the fact that there is a unique axis for a rotation
in 3-dimensions, we can take it for granted and use this
fact in our parametrisation.

Rotations in n-dimensional space can be represented
by SU(n).

II. SPECIAL ORTHOGONAL GROUP SO(3)

It is instructive to look at the general SO(n) first and
then come come back to SO(3) later. SO(n) stands for spe-
cial orthogonal group in n dimensions. Special means unit
determinant, and orthogonality means RT R = RRT = 1,
where RT denotes the transposition of R. So, SO(n) con-
sists of n⇥n orthogonal matrices R with det R = +1 and
they satisfy the axioms of a group under multiplication:

1. The product of two orthogonal matrices is also an
orthogonal matrix:

RiRj = Rk, 8Ri, Rj , Rk 2 SO(n) (6)

R2
k = RkRT

k = RiRj(RiRj)
T = RiRjR

T
j RT

i = 11 (7)

2. Matrix multiplications are associative:

(RiRj)Rk = Ri(RjRk) = RiRjRk (8)

3. Identity matrix 11n has det 11n = 1 and belongs is
an element of the set such that 11Ri = Ri11 = Ri.

4. All matrices with non-zero determinant are invert-
ible. The inverse R�1

i of Ri corresponds to rotations
in the opposite sense and also belongs the set:

R�1
i Ri = Ri1R�1

i = 11n (9)

Unit determinant corresponds to proper rotations be-
cause any rotation can be done by a series of successional
rotations with unit determinant. This preserves the ori-
entation of the rotation. Matrices with determinant �1
corresponds to improper transformation as every second
operation changes the sign of the determinant. They do
not comprise a group as the the identity matrix 11n is not
in the set.

A vector x rotated by a matrix R has its components
xi transforming like xi 7�! x0i = Rijxj , where Rij cor-
responds to each matrix element of R. The Einstein’s
summation notation is used, so the repeated indices are
summed over.

Orthogonality manifests naturally from distance preser-
vation. The dot product x · y = xiyj of two vectors must
be conserved[3]:

xiyi = RijxjRikyk = RjiRikxjyk (10)

= (RT R)jkxjyk (11)

With the manipulation of the dummy indices, we can
also write xiyi = xjyj = �jkxjyk and compare it with Eq.
(11). Therefore,

(RT R)jk = �jk (12)

RT R = RRT = 11! RT = R�1 (13)

In the language of SO(n) representation, a rotation
is a real, linear, homogeneous, orthogonal, and unit-
determinant transformation that leaves the scalar product
of two vectors invariant.

For the rotation in 3-dimensional Euclidean space, we
represent a vector r by a 3⇥ 1 column matrix with com-
ponents ri. The rotation operator is then represented
by a 3⇥ 3 SO(3) matrix R(n, ) with elements Rij . As
mentioned in the previous section, three parameters are
needed to model the rotations in 3 dimensions and we
can exploit the coincidence that there is a unique axis
for every rotation by specifying a unit vector n along an
axis to provide the direction of the rotation and specify
an angle ✓ by which the rotation occurs. The matrices
R(nk, ✓) for the rotation along each of the Cartesian unit
vectors (n1,n2,n3) can be constructed geometrically:

R(n1, ✓) =

0
@

1 0 0
0 cos ✓ sin ✓
0 � sin ✓ cos ✓

1
A (14)

R(n2, ✓) =

0
@

cos ✓ 0 � sin ✓
0 1 0

sin ✓ 0 cos ✓

1
A (15)

R(n3, ✓) =

0
@

cos ✓ sin ✓ 0
� sin ✓ cos ✓ 0

0 0 1

1
A (16)

It can be verified by construction that matrices (14),
(15), and (16) are in fact orthogonal and unimodular.
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A. Generators of Infinitesimal Rotations

We know that a rotation by ✓ about an axis is generated
by a sequence of n infinitesimal rotations by �✓ in the
same direction, and we have already constructed three
orthogonal matrices to represent rotations in 3-dimensions.
Now, we want to find out the generators J of infinitesimal
rotations by expressing the above rotation matrices in the
form

R(nk, �✓) = 113 � iJk�✓, k = 1, 2, 3 (17)

For an infinitesimally small angle �✓, cos �✓ ' 1,
sin �✓ ' �✓. It follows that

J1 =

0
@

0 0 0
0 0 i
0 �i 0

1
A (18)

J2 =

0
@

0 0 �i
0 0 0
i 0 0

1
A (19)

J3 =

0
@

0 i 0
�i 0 0
0 0 0

1
A (20)

J1, J2, and J3 are the generators of the SO(3) group.
Note that in (17) the i factor is necessary to ensure that
Jk is hermitian and the minus sign is for convention.

We can extend the above formulae to an arbitrary
direction n = (n1, n2, n3) in the 3-dimensional space.
We know that finite rotations in di↵erent directions do
not commute, but the their infinitesimal counterparts do
commute up to first order. Hence,

R(n, �✓) '
3Y

k=1

(113 � iJknk�✓)

' 113 � i�✓

3X

k=1

Jknk

R(n, �✓) = 113 � i(J · n)�✓ (21)

A finite rotation can then be formed by applying the
infinitesimal rotations n times, thus

R(n, ✓) = [R(n, �✓)]n = [113 � i(J · n)�✓]n (22)

Since ✓ = n�✓, as n!1 (22) becomes

R(n, ✓) = lim
n!1

✓
113 � i

(J · n)✓

n

◆n

= e�i(J·n)✓ (23)

Note that the repeated indices in the second equation
are not summed over, and a summation symbol was shown
intentionally in the last equation for clarity. R(n, ✓) is

so-called the rotation operator for SO(3) that transforms
vectors and preserves scalars.

It can be shown directly that the generators constructed
above satisfy the commutation relation

[Jk, Jl] = i✏klmJm, ✏123 = +1 (24)

This is the Lie algebra for rotation group in three di-
mensions. It should be noted that the generators defined
above are dimensionless and the commutation relations
are purely mathematical. The next step is to incorporate
quantum mechanics to the results. We have learned from
quantum mechanics that the generator of rotations is the
angular momentum operator and the fundamental con-
stant with the physical dimension of angular momentum
is the Plank’s constant ~. The quantum mechanical ver-
sion for Eq. (23) and Eq. (24) can be attained by simply

letting Jk ! Ĵk

~ for all indices. Therefore, Eq. (23) and
Eq. (24) become

R̂(n, ✓) = exp

 
�i

(Ĵ · n)✓

~

!
(25)

⇥
Ĵk, Ĵl

⇤
= i~✏klmĴm, ✏123 = +1 (26)

Equation (26) is so called the angular momentum alge-
bra and is the defining property of angular momenta in
quantum mechanics. Since the general angular momen-
tum operator Ĵ = (Ĵ1, Ĵ2, Ĵ3) the sum Ĵ = L̂ + Ŝ of the

orbital L̂ = (L̂1, L̂2, L̂3) and spin Ŝ = (Ŝ1, Ŝ2, Ŝ3) angular

momenta, all components of L̂k of L̂ and Ŝkk of Ŝ must
satisfy the the angular momentum algebra.

III. SPECIAL UNITARY GROUP SU(2)

SU(n) stands for special unitary group in n dimensions.
It consists of a collection of n⇥ n unitary matrices with
complex entries and unit determinant that satisfy the
fundamental axioms of a group. A general n⇥ n matrix
has n2 complex entries and each of which is made up
from two real numbers, so the total real parameters are
2n2. Unitarity (27) reduces the degrees of freedom by
half and unit determinant adds one more constraint. The
number real parameters required to specify an element of
SU(n) is then n2 � 1. Thus, an SU(2) element U , same
of that of SO(3), needs 3 real parameters to specify. This
is the first condition for SU(2) to be a representation of
the rotations in 3-dimensions. Let us denote U† as the
conjugate transpose of U , then unitarity requires

UU† = U†U = 112 (27)

A unitary 2 ⇥ 2 matrix with unit determinant can
generally be written as

U =

✓
a b
�b⇤ a⇤

◆
, with a, b 2 C, (28)

and |a|2 + |b|2 = 1 (29)
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a and b are complex and can be expressed explicitly as

a = a1 + ia2, b = b1 + ib2, a1, a2, b1, b2 2 R (30)

The equation for unit determinant in (29) can be ex-
panded to

|a1|2 + |a2|2 + |b1|2 + |b2|2 = 1 (31)

This is the equation for the parameter space of SU(2)
and it is topologically a unit 3-sphere (the 3-dimensional
surface of a 4-dimensional sphere. Since the radius is
fixed, we need only need 3 parameters to know the fourth,
which is consistent with what we mentioned before.

Recall that any three objects that satisfy the commu-
tation relation (26) are the generators of a group that
represents rotations, and then we exponentiate them to
get the rotation operator. So we can anticipate the SU(2)
rotation matrix to be a 2 ⇥ 2 unitary exponential of
Hermitian generators, given the fact that the complex
exponential of a Hermitian matrix is unitary. So, the gen-
erators must be a 2⇥ 2 Hermitian matrix. Any arbitrary
2 ⇥ 2 Hermitian matrix can be constructed in terms of
the identity matrix 112 and Pauli matrices. We will now
review the Pauli matrices and their properties. The Pauli
matrices are given by

�1 =

✓
0 1
1 0

◆
,�2 =

✓
0 1
1 0

◆
,�3 =

✓
1 0
0 �1

◆
(32)

Pauli matrices have the following known properties:

1. Hermiticity and unitarity

�†
k�k = �2

k = 112 =) �k = �†
k = ��1

k (33)

2. It follows from (33) that the eigenvalues can only

be ±1 with eigenvectors

✓
1
0

◆
and

✓
0
1

◆
respectively.

3. Zero trace Tr(�k) = 0

4. Commutator of

�k

2
,
�l

2

�
= i✏klm

�m

2
, ✏123 = 1 (34)

5. Anticommutator of

{�k,�l} = �k�l + �l�k = 2�kl11 (35)

6. Rotational invariance[2]

�0k = R̂(n, ✓)�k = �k (36)

It can be concluded by comparing Eq.(34) with Eq.(24)
that the triplets (�1

2 , �2

2 , �1

2 ) are the generators of SU(2)
in 2-dimensional representation. The spin angular mo-
mentum algebra in quantum mechanics can be obtained
by letting Ŝk = ~

2�k and the commutator becomes

⇥
Ŝk, Ŝl

⇤
= i~✏klmŜm (37)

The rotation operator Û(n, ✓) for the two dimensional
representation of SU(2) is then simply the 2⇥ 2 analogue
of Eq.(25):

Û(n, ✓) = exp

 
�i

(Ŝ · n)✓

~

!

= exp

✓
�i

(� · n)✓

2

◆
,� = (�1,�2,�3) (38)

We have seen that a 3⇥ 3 matrix R in SO(3) rotates a
3-vector v, what does a 2⇥ 2 matrix in SU(2) transform?
We now want to construct an equation that represents
the same transformation using a 2⇥ 2 matrix, but a 2⇥ 2
matrix cannot act on a 3-dimensional column vector. The
only meaningful objects that can be acted on by 2 ⇥ 2
matrices are 2⇥ 1 and 2⇥ 2 matrices, and they will be
discussed in the later sections. Before doing that, it is
important to understand the transformation properties
of scalar and vector operators first.

IV. SCALAR AND VECTOR UNDER
ROTATIONS

In this section, we will investigate the transformation of
physical observables in the quantum mechanical domain
under rotation, and study the properties scalar and vector
operators under rotation.

When the state | i of a quantum mechanical system
is rotated, it has to remain normalised, and the rotation
operator Û must be unitary. Its transformation can then
be written as | i ! | 0i = Û | i. When the operator

Q̂ of a physical observable acts upon | i, it results in

another ket |�i = Q̂| i in the projective Hilbert space.

We can look at how Q̂ transform by rotating the whole
system by Û :

ÛQ̂| i = ÛQ̂11| i = ÛQ̂Û†Û | i = Q̂0| 0i (39)

An identity operator has been inserted in between Û
and | i in the second term in (39), followed the unitar-

ity of Û in the third term. The mapping between the
transformed operator Q̂0 and the original operator Q̂ is
therefore given by

Q̂0 = ÛQ̂Û† (40)

Equation (40) applies to all physical observables. We
can then take the infinitesimal transformation to relate
an observable to angular momenta:

Q̂0(�✓) = Û(�✓)Q̂Û†(�✓)

= (11� i
�✓Ĵk

~
)Q̂(11 + i

�✓Ĵk

~
)

Q̂0(�✓) = Q̂� i
�✓

~
[Ĵk, Q̂] (41)
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We now have all the equipments to study scalar and
vector operators. An operator is a scalar S if remains
invariant S0 = S under rotation. Applying this condition
to Eq. (41) gives

[Ĵk, S] = 0 or [Ĵ, S] = 0 (42)

A vector V is a quantity whose components Vk trans-
form under rotations R̂ exactly the same way as the
position coordinates do[1], or mathematically

Vk = RklVl (43)

Rkl corresponds to all matrix elements of R. In quan-
tum mechanics, a vector operator of an observable is a
vector V̂ whose components {V̂k} are valued by operators,
and it transforms as per Eq.(40). However, its expectation

value
⌦
V̂k

↵
� which corresponds to an observable in clas-

sical systems � transform like a number-valued vector[2].
For a state that transforms under rotation | i 7�! | 0i,

⌦
V̂k

↵
7�!

⌦
V̂k
0↵

= Rkl

⌦
V̂k

↵
(44)

⌦
 |V̂k

0| 
↵

=
⌦
 |Û†V̂kÛ | 

↵
= Rkl

⌦
 |V̂k| 

↵

It follows that

Û †V̂kÛ = RklV̂k (45)

Taking the infinitesimal transformation, Eq.(45) be-
comes

✓
11 + i

Ĵl�✓

~

◆
V̂k

✓
11� i

Ĵl�✓

~

◆
= RklV̂k

Ĵl + i
�✓

~
[Ĵl, V̂k] = R(m̂, �✓)V̂k (46)

Note that Rkl(�✓) = R(n̂m, �✓) and the indices k, l, m
permute cyclically. Each commutator for each pair of
components of V̂ and of Ĵ can be evaluated explicitly
by applying Eq.(17), Eq.(18), Eq.(19), and Eq.(20) to
Eq.(46). Equation (46) can then be simplified to

[Ĵk, V̂l] = i~✏klmV̂m (47)

This is the defining property of vectors under rotations
for operators. Since angular momenta � the generators
of the rotation themselves � are vector operators, they
also fulfil this algebra.

V. SPINORS

Spinors is an abstract element belong to a complex
vector space that has certain transformation properties
under certain operations like Lorentz boosts[9]. Spinors
are more sophisticated than vectors as they are more
sensitive to transformations than their vector counterpart.
For the purpose of the studying the representation of

SU(2), we only consider the spinors that live in a two-
dimensional complex vector space. The most familiar
example of spinors in non-relativistic quantum mechanics
are the spin- 1

2 states |±i. The spinors corresponding
to opposite physical directions are mutually orthogonal.
This clearly shows that they di↵er from ordinary vectors.
A spinor � associated with a vector r(r, ✓,�) a 2 ⇥ 1
matrix defined as[9]

�(r, ✓,�,↵) = |�i =

✓
�

1

�
2

◆
(48)

=
p

re�i↵/2

 
cos( ✓2 )e�i�2

sin( ✓2 )ei�2

!
(49)

We can then write a vector in terms of the components
of the spinor as

r(r, ✓,�) =

0
BB@

x1

x2

x3

1
CCA =

0
BB@

�
1
�⇤

2
+ �⇤

1
�

2

i(�
1
�⇤

2
� �⇤

1
�

2
)

|�1 |2 � |�2 |2

1
CCA (50)

The magnitude � of the spinor is the square root of the
length r of the vector

r = |�1 |2 + |�2 |2 = �2 (51)

The mapping between a spinor � and a vector r is
given by[9]

r = �†�� = h�|�|�i,� = (�1,�2,�3) (52)

Note that in Eq.(49) that the spinor has an overall
phase that the vector does not have. It can be seen in
Eq.(52) that the phase will cancel with its conjugate when
a spinor is mapped to a vector. This means that a spinor
can change sign but it is still mapped to the same vector.
It can be anticipated that a 2⇥ 1 spinor is transformed
by the 2⇥ 2 spin rotation matrices given by Eq.(38) such
that

|�0i = Û(n, ✓)|�i = exp

✓
�i

(� · n)✓

2

◆
|�i (53)

The corresponding transformed vector r0 can then be
expressed as

r0 = h�0|�|�0i = h�|U†�U |�i (54)

The Hermiticity of the Pauli matrices has been applied.
We want to work out explicitly how exactly the vector r
is transformed given a transformed spinor |�0i. It is more
convenient to do this component by component. Applying
Eq.(54) direction k,

|�0;ki = Uk|�i = e�i ✓2�k |�i (55)

The l component xl of vector r can be determined by
applying the hermiticity and rotational invariance of the
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Pauli matrices (36), and Euler’s formula for matrices to
Eq.(54):

x0l = h�0;k|�
l
|�0;ki = h�|U†

k�l
Uk|�i

=
D
�
���ei ✓2�k�

l
e�i ✓2�k

����
E

x0l = cos ✓h�|�
l
|�i � i sin ✓h�|�

l
�

k
|�i (56)

The next step is to evaluate x0l for each l using the
properties of Pauli matrices stated in Eq.(34) and Eq.(35)
relations to (56). The result is r0 = Rkr, where Rk are
exactly the same as previously defined Eq.(14), Eq.(15),
and Eq.(16). The result implies that rotating a spinor
with half angle corresponds to rotating the vector by a full
angle. In other words, a spinor needs two full rotations
4⇡ to come back to its identity, and it changes sign after
a full rotation 2⇡. This is manifestation of the double
covering of SO(3) by SU(2) and explains spin- 1

2 .
Let us now look at the application of two dimensional

representation of SU(2) with spinors tin quantum mechan-
ics. Consider a normalised state in the projective Hilbert
space, so r = 1. We also demand that the overall phase
does not alter the physics of the system, so we set ↵ = 0.
Therefore, a spin- 1

2 state corresponding to an arbitrary
physical direction n has the form

|ni =

 
cos( ✓2 )e�i�2

sin( ✓2 )ei�2

!
(57)

In particular, let us investigate this in a specific direc-
tion ±z where ✓ = 0,⇡. Note that � is undefined along
the poles, and the sin ✓

2 and cos ✓2 are 0 and 1 alternatively
for these two angles ✓ = 0,⇡. So, the relative phase factor
becomes a global phase in either cases. We an then set
� = 0, thus

|z; +i =

✓
1
0

◆
= |+i (58)

|z;�i =

✓
0
1

◆
= |�i (59)

This is the spin states 1
2 ; + and 1

2 ;� that we are familiar
with. We can then write

|ni = cos

✓
✓

2

◆
e�i�2 |+i+ sin

✓
✓

2

◆
ei�2 |�i (60)

VI. 2 ⇥ 2 MATRIX REPRESENTATION OF
3-VECTORS

We now want to construct a 2 ⇥ 2 matrix X that
remains form-invariant under the transformation by an
SU(2) matrix. The way to do that is to take a dot product
of the vector r = (x1, x2, x3) and the Pauli matrices
� = (�1,�2,�3):

X = r · � = xk�k =

✓
x3 x1 � ix2

x1 + ix2 �x3

◆
(61)

The result is a Hermitian and traceless matrix that has
determinant

det X = �xixi = �(x2
1 + x2

2 + x2
3) = �x2 (62)

Since X is Hermitian, when it is acted on by an SU(2)
matrix, it should transform like a Hermitian operator as
per Eq.(40):

X ! X 0 = UXU † = r0 · � = Rr · �, (63)

where U = exp

✓
�i

(� · n)✓

2

◆

Notice from Eq. (54) and Eq. (63) that the transformed
X 0 remains unchanged if U changes sign. This does not
happen in SO(3) because if the rotation operator changes
sign, the transformed vector will change sign. This implies
that two elements SU(2) double cover an element of SO(3),
and X can completely represent r but not vice versa.

VII. TOPOLOGICAL CONNECTION
BETWEEN SU(2) AND SO(3)

The connection between SU(3) and SU(2) can be seen
rather intuitively by comparing the topological properties
of their parameter spaces. We need a little bit of termi-
nology before getting started. A group A is isomorphic
to a group B the group elements the two groups are in
one-to-one correspondence. If all elements of a group is
mapped to a portion of the elements of another group,
the map is called homomorphism. Group A is said to
cover group B if more elements of A are mapped to all
elements in group B. A group is simply connected if an
arbitrary loop in the space it spans can be continuously
shrunk to a point. There is a theorem in topology that
says every Lie group has a universal covering group which
is simply connected[4]. At the end of this discussion, we
will know that SU(2) is the universal covering group for
SO(3).

Equation (31) tells us that the parameter space of SU(2)
is a 3-sphere S3, which is the 3-dimensional ”surface” of
a 4-dimensional unit hypersphere in the Euclidean space.
Although it is a 4-dimensional object, it is rather easy
to understand by the analogy of the two surface S2 of a
3-dimensional sphere. If we trace a loop anywhere on the
surface of a sphere, it can be continuously deformed to
another loop and also shrunk to a point. So the parameter
space of SU(2) is simply connected.

SO(3) has a more peculiar topology in a sense that
its parameter space does not belong to the Euclidean 3-
dimensional space. To begin with, we can verify physically
that a rotation by ⇡ about an arbitrary axis is identified
by a rotation by ⇡ in the opposite (negative) direction.
Hence we only need ⇡ to bound the parameter space of
SO(3).

Consider a solid sphere shown in the Figure 1(a).
Strictly speaking, this picture does not fully represent the
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parameter space of SO(3), but we can get some motiva-
tion from it. We can represent the angular displacement
corresponding to a rotation by the length of an arrow
pointing outward from the origin O. Knowing the fact
that a rotation by ⇡ is the same as a rotation by �⇡, the
radius of the sphere to ⇡ is then bounded to ⇡. In other
words, each point at the outermost surface of the ball is
identified with its antipodal point.

If we trace a loop anywhere inside the ball, it can always
be continuously deformed to a point. If we trace a path
from the origin O to point A, we can continue from its
antipodal point Ā and come back to the origin. Once we
complete this loop, we can no longer shrink the the path.
This shows that SO(3) is not simply connected. However,
we can shrink the path to a point if we trace another loop,
from O through B, B̄, and then come back to O. The
trick is to move A� Ā and B � B̄ until A meets with B̄
and B meets with Ā, as depicted in the picture in the
middle. The loop can then be continuously shrunk to a

point, as shown in the picture to the right. Therefore,
SO(3) is doubly-connected. It is doubly covered by SU(2).
Locally, these two groups are identical (they have the
same Lie algebra), but globally they are very di↵erent
(they have di↵erent parameter spaces). This topological
structure underlies spin- 1

2 and the integer and half-odd-
integer quantum numbers that puzzle a lot of us.

Figure 1. SO(3) is doubly connected
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Rotations, Wigner D-Matrices and the Wigner-Eckart Theorem

Purvaash P U
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Many operators in quantum mechanics consist of a large number of elements. Wigner-Eckart
Theorem reduces the load of computation of these elements by exploiting the symmetry of the system.
In a way, this theorem talks about rotational symmetry and conservation of angular momentum.
This paper would deal with the rotation symmetry and how the theorem exploits it to calculate the
matrix elements.

I. INTRODUCTION

Quantum Mechanics is filled with operators, and some-
times of large dimensions. Computing them is sometimes
challenging and can be simplified using the Wigner-Eckart
Theorem. To understand this theorem, the action od ro-
tations are to be studied.

II. ROTATIONS IN 3-D EUCLIDEAN SPACE

In a 3-d Euclidean space (and using a right handed
system) the rotation operator R maps points (r′) to (r),
i.e. R : IR3 → IR3. What R possibly could be, can be
decoded from its properties. Firstly, R0 = 0, i.e. the
origin is mapped to itself. |Rr|2 = |r|2, i.e., the length(and
hence angles) is invariant under rotation. This implies
that a parallelogram after rotation remains congruent to
itself before the rotation was applied. As vector addition
can be expressed in terms of a parallelogram this implies,
R(r1 + r2) = Rr1 + Rr2. Also straight lines remain
straight under rotation, i.e.,R(ar) = aRr.

These properties ascertain that R is a linear operator.
Hence R is invertible and has an inverse R−1. Moreover,
there are two types of rotations. If only one coordinate
system is used and the vector is rotated, i.e., r′ = Rr
where r is the old point and r′ is the point after rotation.
Such an interpretation is called the active point of view.
The other point of view is the passive viewpoint, where
the coordinate axis is rotated, while the point remains
the same. Almost most of the rotations used in this paper
are viewed in the active point of view.

Consider a vector B and let it be rotated by R. From
the properties, |RB|2 = |B|2 → BTRTRB = BTB,
where we represent vectors as column vectors and its dual
as rows. Since this holds for arbitrary B, RTR = I →
RT = R−1. Hence R are orthogonal matrices. Also the
set of all rotation matrices R for a group as they follow the
axioms of a group and are called O(3), 3 indicates dimen-
sionality. Moreover, from the finite dimensionality we have
RRT = RTR = I. Hence (det(R))

2
= 1→ det(R) = ±1.

det(R) = +1 are proper rotations and det(R) = −1 are
improper rotations. Now a special group SO(3), (S - for
special) can be constructed which is the set of all rotation
matrices with determinant 1. Unfortunately the other set
of matrices with determinant −1 do not form a group as
the lack the identity in their set. Also SO(3) ⊂ O(3).

R can be parameterized either by axis-angle or by using
Euler angles. Any rotation can be parameterized by an
axis of rotation (n̂, a unit vector) and an angle of rotation
(θ), and R is denoted as R(n̂, θ). Geometrically it easy to
understand that rotation about the same axis commute
which implies,

R (n̂, θ1)R (n̂, θ2) = R (n̂, θ2)R (n̂, θ1) = R (n̂, θ1 + θ2)
(1)

Consider an infinitesimal near identity rotation, R can
be expressed as, R = 1 + εA, where A is an anti sym-
metric matrix which will be shortly shown and ε is an
infinitesimal angle. Since R = 1 + εA, its inverse would
rotate in the opposite direction to bring the point to
the same position. Hence R−1 = RT = 1 − εAT . From
eq. (1),RRT = I = (1 + εA)(1− εA) On neglecting θ(ε2)
square terms fives,

A+AT = 0 (2)

The anti-symmetric matrix A can be parameterized as
follows,

A =




0 −a3 a2
a3 0 −a1
−a2 a1 0


 =

3∑

i=1

aiji (3)

,where (ji)jk = −εijk and hence 3 × 3 matrices. These

j matrices have the following properties, [(a.j)u]i =
(a.j)ijuj = ak(jk)ijuj = −akεkij = (a× u)i

[(a.j)u] = (a× u) (4)

Similarly it can be shown,

[ji, jj ] = εijkjk → [a.j,b.j] = (a× b).j (5)

In general [R1, R2] 6= 0, i.e. rotations don’t commute.
But they do if they are about the same axis. Hence R for
finite rotations can be obtained as,

R = lim
N→∞

(
I +

θ

N
(n̂.j)

)N

, where ε =
θ

N
. This gives the expression from the

well known formula in limits (can also be extended to
matrices),

R(n̂, θ) = eθ(n̂.j) (6)
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Another property of R in proper rotations is,

R(a× u) = (Ra)× (Ru) (7)

From eq. (4) both sides can be re-written as,

R(a.j)u = [(Ra).j]Ru

Let u = R−1v. Therefore,

R(a.j)R−1 = [(Ra).j]

With few substitutions, this can be written in a convenient
form. Let a = θn̂ and R = R0.

R0(θn̂.j)R−10 = θ(R0n̂).j

On exponentiating both sides and by mere expansion, it
is easy to find,

R0R(n̂, θ)RT0 = R (R0n̂, θ) (8)

Another elegant way of parameterizing rotations are using
Euler angles. When R acts on ẑ it gives ẑ′, i.e. Rẑ = ẑ′.
Consider another rotation operator R1 = R(ẑ, α)R(ŷ, β)
which also satisfies R1ẑ = ẑ′ At max R and R1 can differ
another rotation about the ẑ′, i.e. R = R (ẑ′, γ)R1 =
R (ẑ′, γ)R(ẑ, α)R(ŷ, β). It would be practical to represent
all the rotations with respect to the same axis.

Figure 1. The two angles α and β which determine z’ after
rotation

R(α, β, γ) = R1R1−1R(ẑ′, γ)R1

From eq. (8) R−11 R(ẑ′, γ)R1 = R(R−1ẑ′, γ) = R(ẑ, γ)

R(α, β, γ) = R(ẑ, α)R(ŷ, β)R(ẑ, γ) (9)

This is the zyz convention of Euler angle representation
of rotation.

III. ROTATION IN QUANTUM MECHANICS

A quantum state can be represented with a state vector
|ψ〉 and the state vector can be rotated. The state vector
is an element of Hilbert space H. The rotation of such
states can be parameterized by R, i.e. R 7→ U(R), where
det(R) = 1. Similarly U(R) has to satisfy few properties.
Firstly U(R) is unitary, i.e. U(R)−1 = U†(R), as a par-
ticle cannot be lost by rotation and R = I, no rotation,
implies U(R) = I. U(R) reproduces the multiplication
law as in R3, i.e. U (R1)U (R2) = U (R1R2). This im-
plies U

(
R−1

)
= U†(R). To obtain a concise form of U,

it is Taylor expanded.

U(θ) = 1 +
∑

k

∂U(θ)

∂θk

∣∣∣∣
θ=0

θk (10)

, where (θ = θn̂, U(θ) := U(R) and I = U(0). Defining

Jk = i~ ∂U(θ)
∂θk

∣∣∣
θ=0

, the generators of rotation. Finite

rotation can be obtained by taking products of it to yield.

U(n̂, θ) = exp

(
− i
~
θn̂.J

)
(11)

As UU† it can be seen that as expected, Jk = J†k . Also
similar expression like in classical rotations once could
also obtain the following expressions.

[n̂1.J, n̂2.J] = i~ (n̂1 × n̂2) .J (12)

Which imply, [Ji, Jj ] = i~εijkJk

IV. ROTATION OF QUANTUM STATES AND
WIGNER D-MATRIX

When the system under study has angular momentum
encoded in its dynamics either via orbital or spin, it is
represented in the Standard Angular Momentum Basis,
denoted by |γjm〉, where j,m are angular momentum
quantum numbers. The necessity of introducing of γ as
one of the quantum numbers, is to resolve any degener-
acy if it exist, i.e.γ represents the quantum numbers or
eigenvalues of the other operators in the Complete set of
Commuting Observables. While few angular momentum
operators (J ’s) are diagonal in m, all of them including
J±, Jx etc are diagonal in γ and m. Hence rotations will
be diagonal in γ, j. Thus the rotation operator between
two Standard Angular momentum Basis define the D
matrices as,

〈γjm |U(n̂, θ)| γ′j′m′〉 = δγγ′δjj′D
j
mm′(n̂, θ) (13)

These matrices are called as Wigner D-matrices (D -
Drehung, rotation in German). These D-matrices are the
unitary matrix representation of U(R) and follow

(
Dj
mm′(R)

)−1
=
(
Dj∗
mm′(R)

)T
=
(
Dj∗
m′m(R)

)
(14)
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In Euler angle form, U(n̂, θ) = U(α, β, γ) =
U(ẑ, α)U(ŷ, β)U(ẑ, γ). Now introducing the resolution of
Identity twice and as the operators are diagonal in J , the
expression 〈jm|U(α, β, γ)|jm′〉 reduces to,

∑

m1m2

〈jm|U(ẑ, α)|jm1〉 〈jm1|U(ŷ, β)|jm2〉 〈jm2|U(ẑ, γ)|jm′〉

Defining djmm′(β) = 〈jm|U(ŷ, β)|jm′〉, which is called the
reduced rotation matrix. The two matrices are related as,

Dj
mm′(α, β, γ) = e−i(mα−m

′γ)djmm′(β) (15)

V. SPHERICAL HARMONICS AND WIGNER
D-MATRICES

The spherical harmonic Ylm(θ, φ) are defined with re-
spect the z-axis. Sometimes calculations are easier if they
were defined on some other axis, i.e. a rotated version
of Ylm. Since the spherical harmonics for a completed
basis for the functions on a unit sphere one can represent
the rotated spherical harmonics in terms of the spherical
harmonics. The spherical harmonics are defined as,

Ylm(r̂) = 〈r̂|lm〉 = 〈θ, φ|lm〉 (16)

Our expectation of the rotation operator on the |x〉 of the
wavefunction, where x are the non-denumerable basis, is

U(R)|x〉 = |Rx〉 (17)

which is very similar to the translation operation on such
states,T (a)|x〉 = |x+ a〉. The state |ψ〉 in these basis are,

|ψ〉 =

∫
d3x|x〉〈x|ψ〉 =

∫
d3x|x〉ψ(x) (18)

Letting U(R) act on eq. (18) and defining, |ψ′〉 = U(R)|ψ〉

|ψ′〉 =

∫
d3x|Rx〉ψ(x)

Making a change of variables x → Rx, the Jacobian of
the transformation makes d3x′ → (detR)d3x = d3x, as
detR = 1.This yields,

ψ′(x) = (U(R)ψ)(x) = ψ
(
R−1x

)
(19)

, which is again similar to translations, (T (a)ψ)(x) =
ψ(x− a). With this the rotation of Ylm can be obtained.
The rotated Ylm is given by,

(U(R)Ylm) (r̂) = 〈r̂|U(R)|lm〉

From eq. (19) and inserting the resolution of the identity
(and sinice the rotation operator is diagonal in ’l’),

Ylm
(
R−1r̂

)
=
∑

m′

〈r̂|lm′〉 〈lm′|U(R)|lm〉

Hence, from eq. (13) and eq. (16),

(U(R)Ylm) (r̂) = Ylm
(
R−1r̂

)
=
∑

m′

Ylm′(r̂)Dl
m′m(R)

(20)
Equation (20) relates Ylm at a point as a linear combina-
tion of others. Another useful expression can be extracted
from eq. (20). Any point r̂ can be obtained by rotating
the z-axis by suitable rotation parameterized by the polar
angles as Euler angles of rotation, i.e.,

R(φ, θ, 0)ẑ = r̂ (21)

Letting r̂ = ẑ,

Ylm
(
R−1ẑ

)
=
∑

m′

Ylm′(ẑ)Dl
m′m(R)

Let R−1 → R

Ylm (Rẑ) =
∑

m′

Ylm′(ẑ)Dl
m′m(R−1)

From eq. (21)

Ylm (r̂) =
∑

m′

Ylm′(ẑ)Dl
m′m(R) (22)

Since the the spherical harmonics in terms of the associ-
ated Legendre polynomials with normalization are given
by,

Ylm(θ, φ) = (−1)m

√
2l + 1

4π

(l −m)!

(l +m)!
eimφPlm(cos θ);m ≥ 0

(23)

Yl,−m(θ, φ) = (−1)mYlm(θ, φ)∗ (24)

and since Plm(cosθ) vanish for θ = 0 (+ve z-axis) unless
m = 0. This yields,

Ylm(ẑ) =

√
2l + 1

4π
δm0 (25)

Hence from eq. (22) and eq. (25),

Ylm(θ, φ) =

√
2l + 1

4π
Dl∗
m0(φ, θ, 0) (26)

Other helpful relations between Ylm and the Wigner
D-matrices can be obtained while consider tensor prod-
uct between two angular momentum spaces. Consider
the rotation of the reducible state U |j1j2m1m2〉 =

(U1 |j1m1〉) (U2 |j2m2〉), where U1 = e(
−i
~ θn̂.J1), U2 =

e(
−i
~ θn̂.J2), U := U1 ⊗ U2. To the left hand side intro-

ducing the resolutions of the identity in the respective
space yields for example, U1|j1m1〉 =

∑
m′1
|j1m′1〉Dj1

m′1m1
.

Similarly introducing the identity on the right side using
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the standard basis gives the Clebsch Gordan coefficient
and the D matrix as,

U |j1j2m1m2〉 =
∑

jmm′

|jm′〉Dj
m′m 〈jm|j1j2m1m2〉

Acting with 〈j1j2m′1m′2| on both sides yields,

Dj1
m1m′1

Dj2
m2m′2

=
∑

jmm′

〈j1j2m1m2|jm〉Dj
mm′ 〈jm′|j1j2m′1m′2〉

(27)
Setting j1 = l1, j2 = l2, j = l,m′1 = m′2 = 0 → m′1 +
m′2 = m′ = 0(for other combinations the Clebsch-Gordan
coefficients are 0) in eq. (27) and taking complex conjugate
gives along with eq. (26),

Yl1m1
(θ, φ)Yl2m2

(θ, φ) =
∑

lm

√
(2l1 + 1) (2l2 + 1)

4π(2l + 1)

× Ylm(θ, φ) 〈l0|l1l200〉 〈l1l2m1|lm〉
(28)

Equation (28) is called the three-Ylm formula. Multiplying
both sides by Y ∗l3m3

and integrating over solid angle yields
from orthogonality of the spherical harmonics,

∫
dΩY ∗l3m3

Yl1m1
Yl2m2

=

√
(2l1 + 1) (2l2 + 1)

4π (2l3 + 1)

〈l3m3|l1l2m1m2〉 〈l1l200|l30〉
(29)

VI. WIGNER-ECKART THEOREM

The Wigner-Eckart Theorem is widely used to calculate
possible transitions which help in determining selection
rules in transitions. As state vectors transform under
rotations so do Operators. This can be understood as
follows. Operators can be represented in matrix form
under certain basis which helps in understanding the
properties of the operator. Rotation yields another set of
basis and a similarity transformation is performed in it
to obtain its equivalent representation in the new basis.
Hence it is worthwhile to study the behaviour of operators
under rotation. Let |ψ〉 be a state and |ψ′〉 = U(R)|ψ〉
be the rotated state. Let O be an operator and O′ the
rotated operator. By demanding the expectation values
of the rotated states with the rotated operator to be
equal to initial states with original operator, 〈ψ′|O′|ψ′〉 =
〈ψ|O|ψ〉 → 〈ψ|U†(R)O′U(R)|ψ〉 = 〈ψ|O|ψ〉 , which is true
for any |ψ〉,

O′ = U(R)OU†(R) (30)

, which can be considered as the definition of a rotated op-
erators. Based on the behaviour under rotations operators
can be classified as follows

1. Scalar Operator: An operator invariant under ro-
tation, i.e. U(R)KU†(R) = K. Letting U to be
infinitesimal rotation yields [Ji,K] = 0; i = 1, 2, 3.

2. Vector Operator: A collection of three operators
cannot be called a Vector operator. It has to satisfy
transformation properties as in classical mechanics
(say contravariant or covariant vectors). Demand-
ing the expectation value of a vector operator to
behave as vector of numbers under rotation, i.e.
〈ψ′|V|ψ′〉 = R〈ψ|V|ψ〉. Again considering infintesi-
mal rotation yields, [Ji, Vj ] = i~εijkVk

3. Tenor Operator : Similarly a Tensor opera-
tor of rank 2 transforms as, U(R)TijU

†(R) =∑
kl TklRkiRlj

A. Spherical Basis

There exists another equivalent way of representing
vectors in 3-d Euclidean space which are called spherical
basis which dramatically simplifies problems in many sce-
narios. Let the old Cartesian basis be from now denoted
as, ĉ1 = x̂; ĉ2 = ŷ; ĉ3 = ẑ, and the spherical basis
are,

ê1 = − x̂ + iŷ√
2

; ê0 = ẑ; ê−1 =
x̂− iŷ√

2
(31)

The inner product between the basis of the vector and
it covectors is summarized by, êq.ê

∗
q′ = δqq′ . The compo-

nents of vector V are, Vq = êq.V. Hence the vector in
spherical basis is,

V =
∑

q

ê∗qVq (32)

Identity is given by the outer product of the basis with
its dual and summed, i.e. I =

∑
q ê
∗
q êq From the table of

Ylm it can be observed,

rY1±1(θ, φ) = ∓r
√

3

8π
sin θe±iφ = ∓

√
3

4π

(
x± iy√

2

)

(33)

rY10(θ, φ) = r

√
3

4π
cos θ =

√
3

4π
(z) (34)

The right hand comprises of the spherical components
xq of the position vector x. These expressions come in
handy while calculating matrices elements of say dipole
operator which sis d = −ex. Calculating these elements
are easier in spherical basis than Cartesian with the help
of the three-Ylm formula. The expression 〈nlm|x|n′l′m′〉
is calculated separately for each xq as,

〈nlm |xq|n′l′m′〉 =

∫ ∞

0

r2drR∗nl(r)rRn′l′(r)

×
√

4π

3

∫
dΩY ∗lm(θ, φ)Y1q(θ, φ)Yl′m′(θ, φ)

(35)
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The radial integral is simplified using Clebsh-Gordan
coefficients and eq. (28). So it easy to see that transitions
which do not satisfy m′ = m+ q do no occur under dipole
approximation.

Moving from H→ R3, the rotation operators become
U(R)→ R, as orthogonal matrices are also unitary. Pre-
viously the generators J were extracted from U(R). For
infinitesimal rotation it was give, U(n̂, θ) = 1 − iθn̂.J,
where 1

~ is absorbed by J making it now dimensionless.
This U(R) consisting of dimensionless generator on com-
parison with R(n̂, θ) = 1 + θn̂.j for infinitesimal can
define,

J = ij (36)

Initially ji’s were antisymmetric. Hence iji are Hermitian.
Also on squaring it can be found,

∑3
i=1 j

2
i = j2 = 2I3×3.

Hence all vectors of normal space are eigenvectors with
eigenvalues 2. Since ~ was absorbed in the definition it can
be written as j2x = 2x = j(j+1), were j = 1. Therefore we
can construct an irreducible space with j = 1 in the normal
3-d space. From the set of {ji} we can also construct the
j+, j− operators and the spherical basis follow properties
very similar to standard angular momentum basis like,i.e.
j3êq = qêq; q = 0,±1 and similarly for j± (without ~).
Also as extension of eq. (13),

(
ê∗q′ , Rêq

)
= D1

q′q(R) (37)

B. Reducible and Irreducible Operators

The space of operator themselves form a vector space
and can be classified into orthogonal subspace. The scalar
operator spans a 1-d space of operators. Hence a irre-
ducible space of dimension one. From the definition of
a vector operator it can be shown that, U(R)ViU

†(R) =∑
j VjRji, i.e. rotating a vector of operator gives a linear

sum of the components its components where each compo-
nent itself is operator. Such vector of operators constitute
a irreducible space of dimensionality = 3. A tensor of op-
erator of rank 2, T as outer product of 2 vector operators,
V,W, Tij = ViWj . Even though V,W are separately
irreducible their product is reducible analogous to the
product |j1m1〈, ||j2m2〈. It is easy to verify that the trace
Tii is a space of dim = 1. The antisymmetric operator
constructed from T , T[ij] = 1

2 (Tij−Tji) constitute a space
of dim = 3. The remaining part of T is its symmetric part
without its trace which is 1

2 (Tij + Tji) − 1
3δijTr(T ).An

important thing to be notes is that the dimension of the
space was divided into 9 = 1 + 3 + 5 which strikes the
similarity between 1⊗ 1 = 0⊕ 1⊕ 2 in standard angular
momentum basis.

In general while taking product of two tenors operator,
their ranks play role analogous to l(only integers) and
the can be broken down to irreducible subspace in the
spherical basis such that under rotations,

UT kq U
† =

∑

q′

T kq′D
k
q′q(U) (38)

, where k is analogous to j and q is analogous to m.
Hence the tensor operator T k has 2k + 1 components
T kq . This is similar to U |γjm〉 =

∑
m′ |γjm′〉D

j
m′m. A

scalar operator K = T 0
0 under rotation in this notation

U(R)T 0
0U
†(R) = T 0

0D
0
00(R) = T 0

0 satisfies its proper-
ties. Similarly a vector operator (V ) can be written as
T 1
1 := Vq = êq.V under rotation rotation U(R)VqU(R)† =

êq.
(
R−1V

)
= (Rêq) · V =

∑
q′ Vq′D

1
q′q(R), (eq. (37).

Also it is easy to show another analogy between these
irreducible operators spaces and |jm〉 from the expres-
sion and definition of D matrices. [Jz, T

k
q ] = ~qT kq ,

[J±, T kq =
[
J±, T kq

]
= ~

√
(k ∓ q)(k ± q + 1)T kq±1] = etc..

Other similar commutator relations to resemble the ac-
tion of the action of J on |jm〉. Also the tensor product
of two spaces with standard angular momentum basis
|j1m1〉 ⊗ j2m2〉 are standard angular momentum basis
of the tensored space. The irreducible space of this new
space is obtained with the help of Clebsch-Gordan coeffi-
cients. Similarly in the case of construction of a tensor
operator from to two tensor operators X and Y can be
decomposed into irreducible space of operators as,

Xk1
q1 Y

k2
q2 =

∑

kq

T kq 〈kq|k1k2q1q2〉 (39)

The Wigner-Eckart Theorem states that the matrix
element of irreducible operator between two standard an-
gular momentum basis can be simplified into a product of
reduced matrix element and Clebsch-Gordan coefficients.
The magnetic quantum number’s dependence is taken
care by the Clebsch-Gordan coefficients.
〈
γ′j′m′

∣∣T kq
∣∣ γjm

〉
=
〈
γ′j′

∥∥T k
∥∥ γj

〉
〈j′m′|jkmq〉 (40)

The Clebsh-Gordan coefficients take care of the magnetic
quantum number. The other quantum number’s depen-
dence are taken care by the reduced matrix element. To
prove this theorem let us consider the action of T kq on a
state |γjm〉. Let a rotation operator U act on it.

U
(
T kq |γjm〉

)
= UT kq U

†U |γjm〉 (41)

From eq. (38) and eq. (13)
∑

q′m′

T kq′D
k
qq′D

k
mm′ |γjm〉 (42)

Hence the state T kq |γjm〉 has the representation of k ⊗ j
space of angular momentum. Therefore T kq |γjm〉, trans-
forms like a state vector in k ⊗ j space. There are many
ways to prove the Wigner-Eckart theorem. But proving
them using the commutation relation as is Rose is one
elegant way. Since [Jz, T

k
q ] = ~qT kq and other analogous

commutators similar to their action on kets hold, the
matrix elements of the commutator with Jz yield,

(m′ −m−M) 〈j′m′|T kq |jm〉 = 0 (43)

Hence, 〈j′m′|T kq |jm〉 = 0 unless m′ = q + m. Similarly

using the commutator [J±, T kq ],

〈j′m′|J±T kq |jm〉−〈j′m′|T kq J±|jm〉 = ~Γ±(k, q)〈j′m′|T kq±1|jm〉
(44)
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, where Γ±(k, q) =
√

(k ∓ q)(k ± q + 1) ≡√
j(j + 1)−m(m± 1).

Γ∓(j′,m′)〈j′m′|T kq |jm〉 − Γ±(j,m)〈j′m′|T kq |jm〉
= Γ∓(k, q)〈j′m′|T kq±1|jm〉

(45)

The three terms in the above equation have 3 matrix
elements and each term according to eq. (43) give the
same result, i.e. ,m′ = q+m± 1. To understand eq. (45)
better consider the tensor product of 2 spaces,k ⊗ j. The
standard angular momentum basis are given by,

|j′m′〉 =
∑

mq

|jkmq〉(〈jkmq|j′m′〉) (46)

, where the term in parenthesis are the Clebsch Gordan
coefficients, denoted hereafter as in rose as C (jkj′;mkm′).
The term in the parenthesis are 0, unless, m′ = m + q
and j′ε{j + q, j + q− 1, ..., |j − q|}. Using the raising and
lowering operators on both sides, J ′∓ = J∓ + L∓,

Γ∓(j′,m′)|j′m′ ∓ 1〉 =

∑
mq Γ∓(j,m)|jk(m∓ 1)q〉

(〈jkmq|j′m′〉)

+

∑
mq Γ∓(k, q)|jkmq〉

(〈jkm(q ∓ 1)|j′m′〉)
(47)

Replacing left hand side by eq. (46) and replacing the
dummy summation indices in the right hand side as and
replacing m∓1 with µ and q with λ in the first term and
m with µ and q ∓ 1 with λ in the other term gives,
∑

µλ

Γ∓(j′,m′)|jkµλ〉(〈jkµλ|j′m′〉) =

∑

µλ

Γ±(j, µ)|jk(µ)λ〉(〈jkµλ|j′m′〉)

+
∑

µλ

Γ±(k, λ)|jkµλ〉(〈jkµλ|j′m′〉)

(48)

Equating coefficients of µ = m and λ = q, and moving
the first term in the right to left hand side,

Γ∓(j′,m′)|jkµλ〉(〈jkµλ|j′m′〉)−
Γ±(j, µ)|jk(µ)λ〉(〈jkµλ|j′m′〉)
= Γ±(k, λ)|jkµλ〉(〈jkµλ|j′m′〉)

(49)

The above equation is very similar to eq. (45), where each
individual term vanishes unless, ,m′ = q +m± 1. This
extracts the magnetic quantum numbers’ dependence as
Clebsch Gordan coefficients. This implies that eq. (40)
and the center idea is that the matrix elements are zero
unless m′ = m+ q and j′ε{j + q, j + q − 1, ..., |j − q|}.

C. Projection theorem

While studying Time independent perturbation in weak-
field Zeeman Effect, to remove the magnetic quantum

numbers’ dependence between matrix elements, the pro-
jection lemma was used. This can be proved using the
Wigner Eckart Theorem. The matrix element of a vector
operator V is given by,

〈
γ′jm′

∣∣V 1
q

∣∣ γjm
〉

=
〈γ′jm′|J.V|γjm〉

~2j(j + 1)
〈γjm′ |Jq| γjm〉

(50)
In spherical basis, J ·V = J0V0− 1

2 (J+V−+ J−V+). Con-
sider,

〈γ′jm|J.V |γjm〉 = m~ 〈γ′jm |V0| γjm〉

−~
2

√
j(j + 1)−m(m− 1) 〈γj(m− 1) |V−| γjm〉

−~
2

√
j(j + 1)−m(m+ 1) 〈γj(m+ 1) |V+| γjm〉

= cj 〈α′, j‖V‖αj〉
(51)

Where in the last line the Wigner Eckart theorem was used.
The coefficient to the reduced matrix element should have
been cjm. But since J.V is a scalar operator it would not
have any m dependence. Replacing V by J, it could be
written as,

〈
γ′jm

∣∣J2
∣∣ γjm

〉
= cj 〈γ′j‖J‖γj〉 (52)

These two equation can be written as,

〈γ′jm′ |Vq| γjm〉
〈γjm′ |Jq| γjm〉

=
〈γ′j‖V‖γj〉
〈γj‖J‖γj〉 (53)

or equivalently from eq. (51) and eq. (52) as ,

〈γ′jm′ |Vq| γjm〉
〈γjm′ |Jq| γjm〉

=
〈γ′jm|J.V|γjm〉
〈γjm|J.J|γjm〉 (54)

This can be re-written as,

〈
γ′jm′

∣∣V 1
q

∣∣ γjm
〉

=
〈γ′jm′|J.V|γjm〉

~2j(j + 1)
〈γjm′ |Jq| γjm〉

(55)

D. Transitions under dipole approximation

Let |n′l′m′〉 and |nlm〉 be two possible states. To see
whether a transition can occur between these states under
dipole approximation the Wigner Eckart Theorem can
be used. The dipole operator is d = qr. r is tensor
operator of rank 1. Its matrix element are easier to
calculate if the operator is expanded in spherical basis,
i.e. rq = êq.r. Hence it ultimately reduces to calculate
the matrix elements of rq, i.e. 〈n′l′m′|rq|nlm〉. The rq’s
can be expressend in terms of spherical harmonics as
in eq. (33) and eq. (34). Hence it boild down to the
calculation of,

∫ ∞

0

r2drR∗n′l′ (r)Rnl(r)
√

4π

3

∫
dΩY ∗l′m′Y1qYlm (56)
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From eq. (29) this is greatly simplified as computation of
the integral over angular variable is not necessary. Hence
the reduced matrix element in eq. (56) is,

〈n′l′||r1||nl〉 = 〈l100|l′0〉
√

(2(1) + 1) (2l + 1)

4π (2l′ + 1)
∫
R∗m′l′(r)rRnl(r)r

2dr

(57)

As previously stated, the product of two irreducible ten-
sor can be decomposed into irreducible tensor operators.
This follows from the logic that T kq |γjm〉, under rota-
tions transform like tensor product of the angular mo-
mentum space j ⊗ k, |jm〉 ⊗ |kq〉. The product of two
irreducible operators Xk1

q1 Y
k2
q2 transform under rotation

exactly as the tensor product |k1q1〉 ⊗ |k2q2〉. Such a
product can be written as combination of irreducible
tensor operators Xk1

q1 Y
k2
q2 =

∑
kq T

k
q 〈kq|k1k2q1q2〉 where

kε{|k1 − k2| , . . . , k1 + k2}, or alternatively,

T kq =
∑

q1q2

Xk1
q1 Y

k2
q2 〈k1k2q1q2|kq〉 (58)

Rotation of such an operator yields,

UT kq U
† =

∑

q1q2

UXk1
q1 U

†UY k2q2 U
† 〈k1k2q1q2|kq〉

From eq. (38)

UT kq U
† =

∑

q1q2

∑

q′1q;2

Xk1
q′1
Y k2q′2

Dk1
q′1q1

(U)Dk2
q′2q2

(U) 〈k1k2q1q2|kq〉

(59)
The product of two Wigner-d Matrices according to
eq. (27) can be written as,

Dk1
q11q1

(U)Dk2
q′2q2

(U) =
∑

KQQ′

〈k1k2q′1q′2|KQ′〉DK
Q′Q(U)

〈KQ|k1k2q1q2〉
(60)

While substituting eq. (60) in eq. (59), the term∑
q1q2
〈KQ|k1k2q1q2〉 〈k1k2q1q2|kq〉 reduces to δKkδQq

as
∑
q′1q
′
2
|k1k2q1q2〉 〈k1k2q1q2| is a resolution of the

identity. So the right hand side reduces to∑
KQQ′ T

K
Q′D

K
Q′QδKkδQq →

∑
Q′
∑
KQQ′ T

K
Q′D

K
Q′q and

the right hand side UT kq U
† →∑

q′ T
k
q′D

k
q′q(U). As Q′, q′

are just dummy summing indices both expressions are
equivalent. Hence T kq is a irreducible tensor operator.

Example: The product of two vector operators V,W
(rank 1) can be decomposed by using the Clebsch-Gordan
Coefficients as, T kq =

∑
q1q2

Vq1Wq2 〈11q1q2|kq〉,

T
(2)
+2 = V+1W±1

T
(2)
±1 =

1√
2

(V±1W0 + V0W±1)

T
(2)
0 =

1√
6

(V+1W−1 + V−1W+1 + 2V0W0)

T 1
1 =

√
1

2
(V1W0 −V0W1)

(61)

Similarly other elements can be found using the Clebsch-
Gordan coefficients.

VII. DISCUSSION

The methods illustrated here are heavily used in atomic,
optical, molecular Physics and also in Nuclear physics.
These methods come in very handy and simplify many
calculations and give deeper physical insights, in this
case conservation of angular momentum, polarization of
photons as in dipole transition.
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The Schrödinger Equation on a Branching One-Dimensional Network

Michael Garry
(Dated: June 19, 2019)

This paper explores solutions of the Schrödinger equation on a branching network of one-dimensional
line intervals. The intervals can be finite or infinite. Examples of branching networks in the
macroscopic world are river deltas and blood circulation systems. The linear wave equation is used to
study wave propagation through such networks, and the solution methods can be applied directly to
the Schrödinger equation on branching networks. A system of complex linear equations is generated
for each problem. Solutions are straightforward, even for large networks. Applications include
periodic potentials and some multi-dimensional problems.

I. A SOLUTION METHOD FOR THE 1-D
SCHRÖDINGER EQUATION

In the first part of this paper I will describe a general
approach for solving the one-dimensional Schrödinger
equation that will be useful for branching networks. The
time-independent Schrödinger equation on the real line
for a particle with mass m is

ψ′′(x) + [E − V (x)] · ψ(x) = 0 (1)

where Plank’s constant }, the length scale a, and the
energy scale }2/2ma2 are each set to unity. Let’s con-
sider 1-D potentials V (x) composed of a finite number of
linear segments, steps, and delta functions. The junctions
between segments occur at the points

X0 < X1 < · · · < Xn (2)

where the endpoints X0 and Xn can be finite or infinite.
Figure 1 shows a simple example.

Figure 1. Potential with n = 2 lines. V = 0 from X0 = −∞
to X1 = 0 where there is a step down and a delta function,
followed by a a ramp extending to X2 = +∞.

There are a total of n line segments, each with a linear
potential and known length Lk, k = 1, . . . , n. Define the
coordinate xk on each line by xk = x−Xk−1, so that xk
runs from 0 to Lk. The potential on line k is

Vk(xk) = ck · xk + vk, (3)

where vk = V (Xk−1) and ck is the slope. There is one
exception to this prescription: If line #1 extends to −∞,
then we set x1 = x − X1, so that x1 ∈ (−∞, 0] and
v1 = V (X1). We now have n Schrödinger equations for
the n wave functions ψk(xk).

ψ′′k (xk) + [E − Vk(xk)] · ψk(xk) = 0 (4)

The general solution on each line has the form

ψk(xk) = ak · fk(xk) + bk · gk(xk). (5)

where ak and bk are complex constants and the functions
fk and gk are independent solutions. When ck = 0 we set

fk(xk) = exp
(
ixk
√
E − vk

)
(6a)

gk(xk) = exp
(
−ixk

√
E − vk

)
. (6b)

Note that
√
E − vk may be real or imaginary. If ck 6= 0,

then fk and gk are Airy functions (Zwiebach [1, Ch. 3]).

fk(xk) = Ai

(
ck · xk + vk − E

|ck|2/3
)

(7a)

gk(xk) = Bi

(
ck · xk + vk − E

|ck|2/3
)

(7b)

The coefficients ak and bk are determined by the con-
ditions at the endpoints of the lines. At the interior
junctions Xk, k = 1, . . . , n − 1 the wave functions and
their derivatives must satisfy

ψk(0)− ψk−1(Lk−1) = 0 (8a)

ψ′k(0)− ψ′k−1(Lk−1) = Qk · ψk(0) (8b)

where Qk is the strength of the delta function at Xk. The
first equation states that ψ(x) must be continuous at Xk,
and the second results from integrating the Schrödinger
equation across the junction. See Zwiebach [2, Ch. 11])
for the derivation.

The system (8) is a set of 2n− 2 linear equations in the
2n complex unknowns ak, bk. Two more equations are
determined by the boundary conditions at X0 and Xn.
For large n most of the matrix entries of the equation
are zero. Standard methods for solving such sparse linear
systems are described in Saad [3] and implemented in
numerical software packages such as Matlab [4].

As a concrete example, the linear equations for the
potential in Figure 1 are




1 0 0 0
−1 −1 α23 α24√
E −

√
E α33 α34

0 0 0 1


 ·



a1
b1
a2
b2


 =




0
0
0
0


 (9)
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where

α23 = Ai(−2− E) (10a)

α24 = Bi(−2− E) (10b)

α33 = Ai′(−2− E) + Ai(−2− E) (10c)

α34 = Bi′(−2− E) + Bi(−2− E) (10d)

The first row of Eq. (9) sets a1 to zero because when
E < 0 in Eq. (5) we must have ψ1(x1)→ 0 as x1 → −∞.
Similarly, the last row of Eq. (9) sets b2 to zero because
ψ2(x2) must also go to zero as x2 → +∞. The matrix
coefficients in the second and third rows are from Eq. (8).

For there to be a nonzero solution of Eq. (9), the matrix
must be singular. At least one of its singular values must
therefore be zero. (See Horn [5] for background on singular
value decomposition.) Figure 2 shows a plot of the two
smallest singular values vs energy. The only bound state
solution occurs for E = −0.987402. Moreover, since the
second smallest singular value is not zero at E, we know
that the solution is nondegenerate. Locating the zeros

Figure 2. The two smallest singular values of the matrix in
Eq. (9) as functions of energy E.

of the smallest singular σ1(E) is a convenient method
for finding a valid solution of Eq. (4) and its associated
energy. Also, the number of singular values which are
zero at that energy indicates the level of degeneracy of
that solution.

II. PERIODIC POTENTIALS

The solution method above can be applied to periodic
potentials by considering X0 and Xn to be the same point.
A 1-D potential V is periodic if

V (x+ L) = V (x) (11)

for all x and a fixed L. Perhaps the simplest example of a
periodic potential is V1 = 0 on a single line connected at
both ends to the point X1. This line can be viewed as a
circle, so we set the length L1 = 2π. The singular values
for this problem are plotted in Figure 3. They show that
there are solutions for En = n2, n = 1, 2, . . ., and that
there are two solutions for each value of n. This type of
degeneracy is typical for periodic potentials since waves
can travel in either direction around the loop.

The periodic double well potential Vdw(x) in Figure 4
has period 2π, and Figure 5 shows that there are solutions

Figure 3. The singular values for the potential V1 = 0 on a
loop of length L1 = 2π.

Figure 4. Double well potential with period 2π

.

for E = −10, −2.777, −0.236, 0, 0.450, 2.443, 3.577, 7.432,
8.824,. . . Not surprisingly, as E →∞ the energy levels for
Vdw converge to a sequence of closely spaced pairs that
approach the n2 levels of the circle in Figure 3.

Figure 5. Smallest singular value σ1(E) of Vdw.

An interesting phenomenon emerges for periodic po-
tentials that have sub-periods. Let’s construct a new
potential V25dw from Vdw by taking V25dw(x) to be 25
periods of Vdw, so that V25dw(x) has period 50π. Even
though V25dw(x) has a sub-period of 2π, in general the
complex-valued wave function ψ(x) will not. This is a
consequence of Bloch’s Theorem, which states that solu-
tions of the Schrödinger equation (1) with the periodic
potential in Eq. (11) will satisfy

ψ(x+ L) = exp(ikx) · ψ(x) (12)

where k is a real constant (Griffiths [6, Ch. 5]).
The singular values in Figure 6 show that the positive

energy levels for V25dw occur in dense bands separated by
gaps where there are no solutions. In this problem there
is also a small band of negative energies near E = −0.3.
Energy bands often occur for periodic potentials which
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have small sub-periods. Such potentials are used to model
the structure of crystals.

Figure 6. Energy levels for V25dw(x) occur in dense bands.

Even though this example does not have a particularly
large number of lines (25 · 4 = 100), it does indicate that
the solution method is scalable for large problems. It can
resolve the closely spaced energies in each band.

III. BRANCHING NETWORKS

The 1-D solution method can be extended to find wave
functions on branching networks in which junctions may
connect more than two line segments. Figure 7 shows
three infinite lines meeting at branch point J . The arrows
indicate the direction of increasing xk along each line.

Figure 7. Three lines which meet at a junction.

The wave functions at a branch point must satisfy
Kirchhoff boundary conditions so that (a) the ψk are con-
tinuous at the junction and (b) the sum of the outgoing
rates of change of the ψk equals the strength of the delta
function source at the branch point. This is a generaliza-
tion of Eq. (8) above. As before, the number of equations
at a junction equals the number of line segments which
meet there. For example, the equations at junction J in
Figure 7 are

ψ2(0)− ψ1(L1) = 0 (13a)

ψ3(0)− ψ1(L1) = 0 (13b)

ψ′3(0) + ψ′2(0)− ψ′1(L1) = QJ · ψ1(L1) (13c)

The signs of the derivatives in Eq. (13c) are determined
by the direction of the arrows in Figure 7. The system
of equations for a branch point with any number of lines
can be written by following this example.

Wave propagation through a branch point depends
on the energy level and the potentials in the lines. For
example, if we set V1 = 0 and V2 = V3 = 1 in Figure
7, then we see in Figure 8 that transmission through a
branch differs from transmission through a simple 1-D
potential step from V1 = 0 to V2 = 1. The transmission
coefficient through a unit step on the real line increases
to 1 monotonically with energy. However, transmission
through the branch point rises rapidly to 1 and then
decreases asymptotically to T = 8/9. The branching
junction becomes transparent at finite energy, much like
resonant transmission across a 1-D square well (Zwiebach
[2, Ch. 14]).

Figure 8. Comparison of transmission through a branch point
and a 1-D unit step.

Now let’s change line #3 in Figure 7 so that L3 = π
and ψ3(L3) = 0. We also set V1 = V2 = V3 = 0. As
Figure 9 shows, the finite length of line #3 suppresses
wave transmission from line #1 to line #2 when En = n2.
If line #3 were not present, transmission T12 would be 1
for all energies, but line #3 resonates at En and absorbs
the incoming wave from line #1.

Figure 9. Resonance in a branch of finite length.

The same phenomenon occurs in macroscopic branching
networks. Resonant elements are often used for noise
suppression in acoustics (Kinsler [7]). Engine mufflers are
a good example.

Resonance also occurs when there is a loop in the
network. Lines #2 and #3 in Figure 10 are parallel
paths between lines #1 and #4, and they also form a
loop. For V = 0 on all four lines and L2 = L3 = π the
transmission coefficient peaks at the resonant energies
En = n2. However, wave transmission is sensitive to
the line lengths. Varying L2 and L3 while maintaining
L2 + L3 = 2π produces large changes in transmission.
The network is transparent at En = n2 when L2 and L3

are exactly π, but T14 jumps to zero when the loop is not
perfectly symmetrical.
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Figure 10. Simple network with a loop.

Figure 11. Transmission coefficient T14 for Figure 10.

IV. SOME APPLICATIONS

Branching 1-D networks are referred to as graphs by
mathematicians, and this term is often used in the physics
literature. A survey by Kuchment [8] discusses applica-
tions of quantum graphs, including quantum wires, pho-
tonic crystals, conjugated molecules in chemistry, and
quantum chaos. A few other simple applications are
described below.

A. Mach-Zehnder interferometer

The Mach-Zehnder interferometer described in
Zwiebach [2, Ch. 2] can be modeled as a 1-D branching
network. A small change to the solver is needed to obtain
the correct phase shifts at the beam splitters and the
mirrors. The length of both the reference beam and the
sample beam between the splitters is set to π. Figure
12 shows that there is no transmission to detector #2
when there is no test sample. A phase shift of 0.001π in
the sample beam produces the result in Figure 13. The
interferometer is sensitive to small changes in phase.

B. Nonlinear potentials

The potentials under consideration here are finite com-
binations of linear segments, steps, and delta functions.
The solution method is exact for these potentials, up
to numerical accuracy of the computation. By using in-
terpolation or other numerical approximation methods,

Figure 12. Transmission in the Mach-Zehnder interferometer
with no sample.

Figure 13. Transmission when there is a small phase shift due
to the sample.

these functions can often be adapted to describe nonlinear
potentials.

Also note that the solution method can be applied
to any independent general solutions fk and gk in Eq.
(5). For example, the WKB approximations described in
Zwiebach [1, Ch. 3] can be used for lines with nonlinear
potentials that vary slowly. The leading order WKB
solutions are

fk(xk) = Q
−1/4
k (xk) · exp

[
i

∫ xk

0

ds
√
Q(s)

]
(14a)

gk(xk) = Q
−1/4
k (xk) · exp

[
−i
∫ xk

0

ds
√
Q(s)

]
(14b)

whereQk(xk) = E−vk(xk). As discussed in [1], care must
be taken near the turning points given by Qk(xk) = 0.

C. 2-D and 3-D problems

Methods for solving 1-D branching systems can be
applied to some problems in which the network is embed-
ded in two or three dimensions. The multidimensional
Schrödinger equation is

∇2ψ + [E − V (~x)] · ψ = 0. (15)
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If the potential can be expressed as a sum such that

V (x, y, z) = Vx(x) + Vy(y) + Vz(z) (16)

then using separation of variables we can solve three 1-D
problems to obtain the solution of Eq. (15) as

ψ(x, y, z) = ψx(x) · ψy(y) · ψz(z). (17)

where the energy levels are

E = Ex + Ey + Ez (18)

A simple 2-D example is

V (x, y) = |x|+ |y| (19)

The 1-D eigenvalues are

Ex = Ey = 1.019, 2.338, 3.248, 4.088, . . . , (20)

so the energy levels for the 2-D solution are

E = 2.038, 3.357, 4.267, 4.676, 5.107, 5.586, . . . (21)

Most of the energy values correspond to two degenerate
solutions, but some are nondegenerate, e.g., 2.038 and
4.676.

The solution method can also be adapted to solve mul-
tidimensional problems using separation of variables in
other coordinate systems. For example, following the de-
velopment in Zwiebach [1, Ch. 8] for scattering problems
in spherical coordinates, the radial Schrödinger equation

ψ′′k (rk) +

[
E − l(l + 1)

r2k

]
· ψk(rk) = 0 (22)

has independent solutions

fk(rk) = jl(rk
√
E) (23a)

gk(rk) = nl(rk
√
E) (23b)

where jl and nl are the spherical Bessel functions.

D. Linear wave equation

Lastly, we note that the solution method can be applied
to macroscopic networks as well. The exponentials of the
form in Eq. (6) are also amplitudes of solutions of the
linear wave equation

∂2φ

∂t2
= c2∇2φ. (24)

We can solve problems involving fluid flow, electrical
circuits, vibrations, optics, and other phenomena governed
by equation (24).
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Single-particle interpretation of Dirac equation and its limitations

Tomasz Szymański
(Dated: June 18, 2019)

Dirac’s original idea was to give a relativistic quantum mechanical description of an electron (or,
more generally, a single spin- 1

2
particle). However, it was noticed very soon that its interpretation

encounters serious problems stemming from negative energy solutions. We show that a single particle
interpretation can be performed to some extent if we agree that only even operators can be regarded
as observables. Still, the validity range of the one-particle interpretation is restricted. We determine
its limits and show that beyond them one encounters interpretational difficulties and contradictions
such as Zitterbewegung (”shaky movement”) that can be solved satisfactorily only on the ground of
quantum field theory.

I. A BRIEF INTRODUCTION TO DIRAC
EQUATION.

A. Klein-Gordon equation.

Energy-momentum relation known from classical me-
chanics

E =
p2

2m
(1)

together with quantum mechanical rule of replacing clas-
sical quantities with operators

E → i~
∂

∂t
, ~p→ −i~~∇ (2)

leads to nonrelativistic equation for free particles

i~
∂

∂t
ψ (~x, t) = − ~2

2m
∇2ψ (~x, t) (3)

known as Schrödinger equation. This equation, however,
is not Lorentz covariant - due to different orders of spatial
and temporal derivatives it changes its structure passing
from one inertial system to another.

In 1926 Schrödinger suggested considering relativistic
energy-momentum relation

E2

c2
− ~p · ~p = m2c2 (4)

Using the usual correspondence rule for operators (2) he
obtained the following

−~2 ∂
2

∂t2
ψ = (−~2c2∇2 +m2c4)ψ (5)

This is known as the free Klein - Gordon equation. Its
solutions are of the form

ψ = e−
i
~ (Et−~p·~x) (6)

Insertion of (6) into (5) leads to the condition

E = ±c
√
m2c2 + p2 (7)

As we can see, along with positive energy solutions there
are negative energy solutions. It was considered as a

serious interpretational problem. Moreover, problems
with probabilistic interpretation were noted. To see what
the point is, let’s try to construct the continuity equation
connected with (5). Multiplying (5) by ψ? from the left
and subtracting the complex conjugate we get:

~2
(
ψ?
∂2ψ

∂t2
− ψ∂

2ψ?

∂t2

)
= ~2c2

(
ψ?∇2ψ − ψ∇2ψ?

)
(8)

1

c2
∂

∂t

(
ψ?
∂ψ

∂t
− ψ∂ψ

?

∂t

)
= ~∇ ·

(
ψ?~∇ψ − ψ~∇ψ?

)
(9)

Inspired by analogous considerations concerning
Schrödinger equation, we may try to define probability
density

ρ =
i~

2mc2

(
ψ?
∂ψ

∂t
− ψ∂ψ

?

∂t

)
(10)

and probability current

~j = − i~
2m

(
ψ?~∇ψ − ψ~∇ψ?

)
(11)

We can see that

∂ρ

∂t
+ ~∇ ·~j = 0 (12)

The problem is, such defined ρ doesn’t guarantee it is
positive definite. Presence of the second time derivative
indicates that the initial values of ψ and ∂ψ

∂t can be chosen
independently and thus at later times ρ may be either
positive or negative. At first 1, this difficulty seemed to
be insurmountable and because of that, Klein - Gordon
equation was regarded to be physically absurd.

An equation with positive definite probability density
was found by Dirac.

1 It is worth noting however, that eρ can be interpreted as charge
density and e~j as charge current density. Together with nega-
tive energy solutions it indicates the existence of particles and
antiparticles in the theory.
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B. Formulation of the free Dirac equation.

Dirac wanted to avoid problems with probabilistic in-
terpretation so he decided to look for an equation of first
order in time. The requirement of Lorentz-covariance sug-
gests treating temporal and spatial coordinates equally
so he wanted spatial derivatives to be of first order too.
Moreover, solutions of the new equation must fulfill the
requirements of relativistic energy-momentum relation.

In order to achieve his goal, Dirac proposed a new
ansatz for a Hamiltonian in equation (3):

H = c~α · ~p+ βmc2 (13)

with additional condition

H2 = c2~p · ~p+m2c4 (14)

which is in fact equivalent to (5). From condition (14)
we can easily see that αi and β cannot be numbers since
there are no terms mixing them. We also see they must
commute with pi for (14) to hold. It is reasonable to
suspect they are square matrices. To find out what exactly
they are we write our equation

i~
∂ψ

∂t
=
(
c~α · ~p+ βmc2

)
ψ (15)

and iterate it 2.

−~2 ∂
2

∂t2
ψ =i~

∂

∂t

(
~c
i
αi∂iψ + βmc2ψ

)

=
~c
i
αj∂j

(
~c
i
αi∂iψ + βmc2ψ

)

+ βmc2
(
~c
i
αi∂iψ + βmc2ψ

)

=− ~2c2αj∂jαi∂iψ +
~mc3

i
(αiβ + βαi) ∂iψ

+ β2m2c4ψ

=− 1

2
~2c2 (αiαj + αjαi)ψ

+
~mc3

i
(αiβ + βαi) ∂iψ + β2m2c4ψ

(16)

We clearly see that the (14) can be satisfied only if αi
and β matrices obey the algebra

{αi, αj} = δij , {αi, β} = 0 , α2
i = β2 = 1 (17)

We also note that Hermiticity of H imposes Hermiticity
of αi and β matrices. From this it follows that their
eigenvalues are real. Moreover α2

i = β2 = 1, so the
eigenvalues can only be equal to ±1.

2 We adopt Einstein summation convention

Further we have

tr (αi) = tr
(
β2αi

)
= tr (βαiβ) (18)

= tr
(
−αiβ2

)
= −tr (αi) (19)

and similarly trβ = −trβ. Hence

trαi = trβ = 0 (20)

The trace of a matrix is equal to the sum of its eigenvalues
so the dimension N of all α and β must be even. N = 2
is impossible because there are only three anticommuting
matrices of such size - Pauli matrices σi. Thus, the
smallest dimension for which (17) holds is N = 4. One
possible representation of the algebra (17) is the Dirac
representation

αi =

(
0 σi
σi 0

)
β =

(
1 0
0 −1

)
(21)

We see that equation (15) turns out to be a fourdimen-
sional matrix equation and the wave function ψ turns out
to be a fourdimensional vector - bispinor:

ψ =



ψ1

ψ2

ψ3

ψ4


 (22)

Next we construct continuity equation. For that we
multiply (15) from the left by ψ† = (ψ?1 , ψ

?
2 , ψ

?
3 , ψ

?
4):

i~ψ†
∂ψ

∂t
ψ =

~c
i
ψ†αi∂iψ +mc2ψ†βψ (23)

Now we form the Hermitean conjugate of (15) and multi-
ply it from the right by ψ:

−i~∂ψ
†

∂t
ψ = −~c

i
∂iψ
†αiψ +mc2ψ†βψ (24)

Substraction yields

i~
∂

∂t

(
ψ†ψ

)
=

~c
i
∂i
(
ψ†αiψ

)
+ (25)

or

∂ρ

∂t
+ ~∇ ·~j = 0 (26)

where

ρ = ψ†ψ , ~j = −cψ†~αψ (27)

We clearly see ρ is positive definite and therefore it can
be accepted as a probability density and, correspondingly,
~j can be accepted as probability current density.

Having shown that the probabilistic interpretation of
the Dirac equation is possible we now turn to find its
solutions. Our ansatz is

ψ (x,t) =

(
φ0
χ0

)
e
i
~ (~p·~x−Et) =

(
φ0
χ0

)
e−

i
~Et (28)
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where φ0, χ0 are twodimensional constant spinors. Insert-
ing this into (15) yields

E

(
φ0
χ0

)
= c

(
0 ~σ
~σ 0

)
· ~p
(
φ0
χ0

)
+mc2

(
1 0
0 −1

)
· ~p
(
φ0
χ0

)

(29)

where ~p are eigenvalues of the momentum operator. We
get a linear homogeneous system of equations for φ0 and
χ0:

{(
E −mc2

)
φ0 − c~σ · ~pχ0 = 0

−c~σ · ~pφ0 +
(
E +mc2

)
χ0 = 0

(30)

It has non-trivial solutions only if

∣∣∣∣
(
E −mc2

)
−c~σ · ~p

c~σ · ~p
(
E +mc2

)
∣∣∣∣ = 0 (31)

This equation is equivalent to 3

E2 = m2c4 + c2p2 (32)

We’ve obtained the relativistic energy-momentum rela-
tion! This yields

E+ = +c
√
p2 +m2c2 E− = −c

√
p2 +m2c2 (33)

We see that we have to deal with two types of solutions
corresponding to positive and negative energies. We find
them by plugging E+ and E− into (30) to obtain:

χ0 =
c~σ · ~p

E± +mc2
φ0 (34)

and finally 4:

ψ± (x,t) =

(
φ0

c~σ·~p
E±+mc2φ0

)
e
i
~ (~p·~x−E±t) (35)

For simplicity we will call ψ+ a positive solution and ψ−

a negative solution.

II. SINGLE-PARTICLE INTERPRETATION OF
THE DIRAC THEORY.

A. Even and odd operators.

We have seen that the Dirac equation has two kinds
of solutions. A consistent one-particle theory however
can only use states with a specified sign of energy. In

3 We use here
(
~σ · ~A

)(
~σ · ~B

)
= ~A · ~B + i~σ ·

(
~A× ~B

)
.

4 Unnormalized.

order to try to construct such theory we introduce [Gre97],

[Wac11] the sign operator Λ̂ 5:

Λ̂ =
H√
H2

=
c~α · ~p+mc2β

c
√
p2 +m2c2

(36)

Of course

Λψ+ =
+|E|
|E| ψ

+ = ψ+, Λψ− =
−|E|
|E| ψ

− = ψ− (37)

Let us also define the energy projection operators Λ̂± for
later use

Λ̂± =
1

2
(1± Λ̂) (38)

It is clear that

Λ+ψ+ = ψ+ (39)

Λ−ψ+ = 0 (40)

Λ+ψ− = 0 (41)

Λ−ψ− = ψ− (42)

We will now convince ourselves that not every rela-
tivistic operator is physically sensible in one-particle the-
ory. To see this let’s invoke the Heisenberg picture. The
Heisenberg operators are defined by

Ô (t) = e
i
~HtÔe−

i
~Ht (43)

which yields the equation of motion 6:

dÔ
dt

=
1

i~
[Ô, Ĥ] (44)

Now let’s analyze the case of the ”velocity operator” 7.

~v =
d~x

dt
=

1

i~
[~x, c~α · ~p+mc2β] (45)

=
c

i~
[~x, ~α · ~p] +

mc2

i~
[~x, β] (46)

=
c

i~
[xiei, xjpj ] (47)

=
c

i~
([xi, αj ]pjei + αj [xi, pj ]ei) (48)

=
c

i~
αj (i~) eiδij (49)

= cαjej = c~α (50)

5 An alternative way of introducing even and odd operators involves
Feshbach-Villars transformation which is presented in [KF58].
[Wac11] contains an especially clear presentation of this technique.

6 Given ∂Ô
∂t

7 ei are cartesian unit basis vectors
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Noting that the eigenvalues of ~α are ±1, we get |~v| = c!
It is obviously not physical. We also want to calculate d~α

dt .
In order to obtain this result first we need to compute:

[αi, αjpj ] = [αi, αj ]pj + αj [αi, pj ] = [αi, αj ]pj (51)

= 2δijpj − 2αjαipj = 2pi − 2αjαipj (52)

Using this we have

d~α

dt
=

1

i~
[~α, c~α · ~p+mc2β] (53)

=
1

i~
[αiei, cαjpj +mc2β] (54)

=
1

i~
(c[αi, αipj ]ei +mc2[αi, β]ei) (55)

=
2

i~
(cpiei − cαjαipjei −mc2βαiei) (56)

=
1

i~
(2c~p− 2(c~α · ~p+mc2β)~α) (57)

=
2

i~
(c~p−H~α) (58)

This result means that, for free particles, ~v = c~α is
not constant! It seems to be unphysical too. Finally,
[αi, αj 6=i] 6= 0 implies that different components of ~v can-
not be measured simultaneously! All these results seem
to be absurd.

The problem stems from the fact that ~α turns positive
solutions of the Dirac equation into negative (and vice
versa). We call such operators ”odd”. It turns out that
the only acceptable operators in the single-particle theory
are ”even” operators, i.e. operators that do not mix
positive and negative states.

We formalize this as follows. Every operator Ô can be
split into an atom an even [Ô] and odd {Ô} part:

Ô = [Ô] + {Ô} (59)

Let’s write

Ôψ+ = [Ô]ψ+ + {Ô}ψ+ (60)

Using (36) we get

Λ̂ÔΛ̂ψ+ = Λ̂Ôψ+ (61)

= Λ̂[Ô]ψ+ + Λ̂{Ô}ψ+ (62)

= [Ô]ψ+ − {Ô}ψ+ (63)

By addition and subtraction of (60) and (61) we obtain

[Ô] =
1

2
(Ô + Λ̂ÔΛ̂) (64)

{Ô} =
1

2
(Ô − Λ̂ÔΛ̂) (65)

B. One-particle operator for velocity.

We can now find the true velocity operator [~v] = c[~α].
According to (64) we first need

ΛαiΛ =
H√
H
αi

H√
H

(66)

In order to compute the above we notice

{H,αi} = {cαjpj + βmc2, αi} (67)

= c{αj , αi}pj + {αi, β}mc2 (68)

= c(2δij)pj = 2cpi (69)

Hence

ΛαiΛ =
H√
H

2cpi −Hαi√
H2

(70)

= −αi + 2cpi
Λ√
H2

(71)

We also need

[H, ~p] = [c(~α · ~p+ βmc2, ~p] (72)

= c[(αipi, pjej ] (73)

= c([pi, pj ]ej + [αi, pj ]piej (74)

= 0 (75)

Using this we obtain

[vi] = c[αi] =
c

2

(
αi + (−αi) + 2cpi

Λ√
H2

)
(76)

=
c2piΛ√
H2

(77)

Finally

[~v] =
c2~pΛ√
H2

(78)

Accordingly

[~v]ψ± =
c2~pΛ√
H2

ψ± =
c2~p

E±
ψ± (79)

= ±c
2~p

|E|ψ
± (80)

The result still seems to be paradoxical for negative so-
lutions - in this case the velocity is directed against the
momentum - the particles with negative energy behave
as if they had a negative mass. 8

C. Zitterbewegung.

We will discuss the Zitterbewegung phenomenon using
the Heisenberg picture 9. Let’s consider again (45) and
(53):

d~x

dt
= c~α

d~α

dt
=

2

i~
(c~p−H~α) (81)

8 It can be explained on the basis of Feynman-Stückelberg interpre-
tation of negative solutions. One can find very clear presentation
of this in [Wac11].

9 An analysis of this phenomenon using Schrödinger picture can
be found in [Sch08].
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We have already shown that [H, ~p] = 0 (meaning ~p =
const) so we can safely try to integrate the second equa-
tion and insert the result to the first. We proceed with
the integration [Gre97], [Sch08], [Sid]:

−i~d~α
dt

= 2H(~α− cH−1~p) (82)

Let’s introduce

~η = ~α− cH−1~p (83)

Then

−i~d~η
dt

= 2H~η (84)

~η(t) = e
2i
~ Ht~η(0) (85)

~α(t)− cH−1~p = e
2i
~ Ht

(
~α− cH−1~p

)
(86)

And finally

~α(t) = cH−1~p+ e
2i
~ Ht

(
~α− cH−1~p

)
(87)

In order to obtain ~x(t) we have to integrate (87):

~x(t) = c2H−1~pt+
~c
2i
H−1e

2i
~ Ht

(
~α(0)− cH−1~p

)
+ ~x0

(88)

Since

~x(0) =
~c
2i
H−1

(
~α(0)− cH−1~p

)
+ ~x0 (89)

We finally obtain 10

~x(t) = ~x(0) + c2H−1~pt (90)

+
~c
2i
H−1

(
e

2i
~ Ht − 1

) (
~α− cH−1~p

)
(91)

As we can see, apart from a term linear in time, (90)
contains an oscillating term. This term represents the
Zitterbewegung - a ”shaky” movement around the classical
trajectory. We’ll show that the Zitterbewegung vanishes
only if we consider wave packets consisting exclusively of
either positive or negative energy states.

Let us use the energy projection operators (38) to con-
vince ourselves that:

Λ±H
−1
(
e

2i
~ Ht − 1

) (
~α− cH−1~p

)
Λ± = 0 (92)

Since [H,Λ±] = 0, it is enough to show

Λ±
(
~α− cH−1~p

)
Λ± = 0 (93)

Using previously computed commutator 11

[H, ~α] = 2c~p− 2~αH (94)

10 Noting that ~α(0) = ~α.
11 In (53).

we have

[Λ±, ~α] =
1

2
[(1± Λ), ~α] = ± 1

2|E| [H, ~α] (95)

= ± c~p

|E| ∓ ~α
H

|E| (96)

Hence

Λ±~α = ~αΛ± ±
c~p

|E| ∓ ~α
H

|E| (97)

and

Λ±
(
~α− cH−1~p

)
Λ± =

(
~α± c~p

|E| ∓ ~α
H

|E| −
c~p

H

)
Λ±

(98)

= 0 (99)

This means that the ~α − cH−1~p operator has non-zero
matrix elements only between states of identical momen-
tum and opposite energies. Hence, the Zitterbewegung
must occur if there are both positive and negative states
in the wave packet.

The positive states alone do not constitute a complete
set of solutions of the Dirac equation. In fact, even when
at t = 0 wavefunction is a superposition of positive energy
states only, negative energy contributions start to enter
the wave packet as soon as an interaction with some exter-
nal field comes along. Therefore, the ”shaky movement”,
stemming from the interference between positive and neg-
ative components, seems to be an inevitable feature of
the relativistic quantum mechanics.

We can now try to estimate the amplitude and the
frequency of the oscillatory movement. First, let’s assume
the velocity v is small as compared to c12. Then the term

|cH−1~p| = c
γmv

mγc2
=
v

c
, (100)

where γ = (1− v2

c2 )−
1
2 , can be ignored and the amplitude

can be estimated to be

Az ∼
~c

2mc2
=

~
2mc

(101)

which is half the Compton wavelength. As for the fre-
quency:

ωz =
2mc2

~
(102)

For an electron we get:

Az = 3.9× 10−11cm (103)

ωz = 1.55 ∗ 10−21Hz (104)

12 A reasonable assumption for a single-particle theory - see the
next section
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It is worth noting [Zal18] that

ω−1z = 6.4 · 10−22s (105)

This is equal to the lifetime of energy fluctuation allowing
creation and annihilation of virtual electron-positron pair

∆t ∼
~

2mc2
(106)

suggesting that the Zitterbewegung is somehow connected
to the enforced single-particle interpretation of the Dirac
equation.

We can also see that one should imagine a relativistic
electron not as a point particle but rather as a fuzzy
”cloud” whose trajectory is a kind of a ”tube” whose
radius is of the order of the Compton wavelength. One
important consequence of this fuzziness is the existence
of the Darwin term in the Hamiltonian of the electron in
electrostatic central potential [Wac11], [Sch08], [Zal18].

D. Validity range of the single-particle
interpretation.

The estimated value of the amplitude of the electron’s
”trembling motion” suggests that when the particle is
localized in length scale smaller than its Compton wave-
length, the contribution of the negative energy compo-
nents to its wavefunction is significant. Hence, complete
decoupling starts to be problematic if the particle is con-
fined to a region of size

∆x <
~
mc

(107)

From Heisenberg’s uncertainty relation we get

∆p >
~

∆x
= mc (108)

Then the particle’s energy uncertainty

∆E ∼ c∆p = mc2 (109)

permits pair creation. As a consequence, single-particle
theory no longer makes any sense and must be replaced
by a many-particle theory.

Let us also note that when (107), then

∆t ∼
∆x

c
<

~
mc2

(110)

When we consider processes at this time scale, the energy
uncertainty:

∆E ∼
~

∆t
= mc2 (111)

Hence, for a one-particle theory to make sense, the time
scale under consideration must be

t >
~
mc2

(112)

To give a meaningful description of processes involving
time scales shorter than (112) one cannot confine himself
to a one-particle regime anymore but instead he/she has
to utilize methods of quantum field theory.
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Spin-spin interactions in Nuclear Magnetic Resonance

Apollonious
(Dated: June 18, 2019)

Introductory treatments of Nuclear Magnetic Resonance (NMR) consider the dynamics of a single
spin–1/2 interacting with the magnetic field. In that setting, the NMR spectrum consists of a
single resonant frequency and the dynamics is described by unitary evolution. However, in NMR
experiments spin interactions play a major role in both determining the shape of the NMR spectra
and the relaxation dynamics of the spin ensemble. The main interactions to consider are (a) those
of the single spins with the local magnetic field induced by electronic currents, (b) direct dipolar
spin-spin interactions and (c) indirect spin-spin coupling. After discussing the mechanisms for
those interactions, the spin-pair Hamiltonian will be analysed with the main aim of predicting the
frequencies and relative intensities of the spectral lines.

I. INTRODUCTION

Nuclear Magnetic Resonance relies on the paramagnetic
properties of the atomic nucleus, whereby the intrinsic
magnetic moment of nucleons interacts with external
magnetic fields. By an appropriate combination of static
and time-varying fields, transitions between nuclear spin
states can be achieved whose time evolution and spec-
tra give important information about the molecular en-
vironment, as is done in Nuclear Magnetic Resonance
Spectroscopy (NMRS) [1]. NMR has also widespread use
within medicine in Magnetic Resonance Imaging (MRI),
where gradient static fields induce spatially localised res-
onant frequencies that allow detailed 3D imaging infor-
mation of biological tissue from the measurement of the
relaxation of the magnetisation [2]. NMR was first intro-
duced in 1938 by Isidor Rabi [3], when it was originally
applied to molecular beams as an extension of the Stern-
Gerlach experiment, and was later further developed by
Felix Bloch and and Edward Mills to be applied in liquids
and solids [4, 5].

Although the overall behaviour of the the nuclear spins
in NMR is determined by the interaction between the
nuclear magnetic moment and the external fields, much
of the relevant information about molecular structure in
NMRS and the nature of the biological tissue in MRI
depend on pair interactions between nuclear spins, and
interactions between spins and the molecular electronic
currents. The main aim of this paper is to present a brief
overview of the effects of those interactions on the spectral
lines produced by the allowed transitions between coupled
spin states in NMR. While the basis of the approach that
will be presented is valid for nuclei of any spin value, for
reasons of space the scope of the more detailed analysis
will be limited to the case of spin-1/2. The generalisation
to higher spin systems follows a similar formalism, which
is developed in the cited literature. The main sources
consulted were [6–8], and references to specific chapters
will be given where appropriate 1.

1 The original notation used in the different sources has been
adapted for consistency of presentation

The outline of the paper is as follows. First, an overview
is presented of the NMR dynamics deriving from a single-
spin Hamiltonian. That is followed by a brief discussion
of the main internal magnetic interactions, and how they
can be incorporated into a spin-pair Hamiltonian. The
spin-pair energy levels and eigenstates are obtained for
the experimentally relevant case of isotropic liquids. Fur-
thermore, the allowed transitions and relative intensity of
spectral lines of the fine structure spin-pair interactions
are also briefly discussed.

II. OVERVIEW OF NMR

The Hamiltonian of an isolated charged particle with
non-zero spin is as follows:

Ĥ = −γB · Ŝ , (1)

where γ = qg
2m , with q being the nuclear charge, m the

nuclear mass, and g the nuclear gyromagnetic ratio.
In NMR, the magnetic field B, normally consists of

a static component along the z direction and a rotating
radio-frequency part on the x, y plane. Thus, the total
magnetic field can be written as B = B0z+Bxyn(t), with
n(t) = cos(ωt)i− sin(ωt)j.

By expanding the dot product in eq. (1) and writing
the spin-1/2 operators in terms of the Pauli matrices, the
Hamiltonian can be written as,

Ĥ = −~
2
ω0σz +

~
2

Ω
(
σ+e

iωt + σ−e
−iωt) , (2)

where ω0 = −γB0 is the Larmor frequency, and Ω =
−γBxy is the Rabi frequency of transitions between spin
up and spin down states. Writing the Hamiltonian in
terms the ladder operators emphasises the role of the
transversal time-dependent perturbation in inducing tran-
sitions. We note that in NMR, the transverse perturbation
is only on during brief pulses, while the much stronger
longitudinal field along z is continuously on.

The Hamiltonian can be written in the frame of the
rotating field by the transformation H̃ = U†(t)ĤU(t)
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where

U(t) = ei
ω
2 tσz . (3)

This transformation to the rotating frame leads to the
following time independent Hamiltonian:

H̃ = −~
2

(ω0 − ω)σz +
~
2

Ω (σ+ + σ−) . (4)

For ω0 − ω = 0 the rotating frame frequency matches
that of free precession and the transformation to the
rotating frame coincides with the interaction picture rep-
resentation. It is apparent that in exact resonance, the
interaction with the rotating field purely induces transi-
tions between the up and down states. When only near-
resonance is achieved, the dynamics is a combination of
precession around the z-axis and transversal transitions.

III. SPIN INTERACTIONS

In the case of spin-1/2 particles, the major interactions
effects to be considered are the following: (a) chemi-
cal shifts; (b) direct dipole-dipole interactions; and (c)
indirect spin-spin interactions, also called J-coupling in-
teractions. In considering general interactions, electric
effects can have an indirect influence on the dynamics of
magnetic nuclear moments through the indirect interac-
tions with the electronic clouds. Therefore, terms in the
electric multipole expansion of the nucleus may play a role
in the full interaction Hamiltonian. However, it can be
shown that for spin-1/2 nuclei, all electric moments above
zeroth order are zero ([9], Chapter 8). For higher spin,
the electric quadrupolar moment of the nucleus becomes
important.

It is convenient to split the full Hamiltonian as follows:

Ĥ = Ĥ0 + ĤRF + ĤC + ĤD + ĤJ , (5)

where the contributions of the static field, the radio-
frequency rotating field, the chemical shifts, J-coupling,
and dipolar interactions, are separated. In the following
each of the internal interactions terms will be introduced.

A. Chemical shifts

Identical nuclear spins in different electronic environ-
ments will interact with slightly different local magnetic
fields. While the external magnetic field is spatially homo-
geneous at a macroscopic level, at the scale of the nucleus
it will vary depending on the state of the local electronic
currents. This local inhomogeneity is taken into account
by the chemical shifts. The consequence of the local spa-
tial fluctuations of the field is that the Larmor frequency
of two protons in different parts of a molecule may be
slightly different. This is an important effect that makes

NMR useful to probe molecular structure. In general, the
field at a local site within a molecule, Bl = B0 + Bind,
with Bind = δ ·B0, where δ is the chemical shift tensor
([9], Chapter 9). In the case of isotropic liquids where
molecular motion is averaged and as a good approxima-
tion in other situations, it is common to consider only an
effective chemical shift scalar value modifying the local
field, thus, Bl = B0(1 + δ). This change in the local field
at the spin site, leads to a modified Larmor frequency
ω′0 = ω0(1 + δ).

B. Dipolar interactions

As each spin acts as an elementary magnetic dipole
moment, spin pairs interact through the following dipole-
dipole Hamiltonian.

ĤD =
γ1γ2
r312

(
Ŝ1 · Ŝ2 − 3

(Ŝ1 · r12)(Ŝ2 · r12)

r212

)
. (6)

It is possible to write the full dipolar contribution to the
Hamiltonian as ĤD = b12S1D̂12S2, where b12 = γ1γ2

r312
,and

D̂12 = 1 − 3r̂12r̂
T
12 is a tensor operator. The dipolar

Hamiltonian can be expanded into six terms representing
different qualitative components of the dipolar interaction,

ĤD =
γ1γ2
r312

(
Â+ B̂ + Ĉ + D̂ + Ê + F̂

)
, (7)

with he following meaning for the individual terms:

Â =Ŝ1zŜ2z(3 cos2(θ)− 1)

B̂ =− 1

4
(Ŝ1+Ŝ2− + Ŝ1−Ŝ2+)(1− 3 cos2(θ))

Ĉ =− 3

2
cos(θ) sin(θ)(Ŝ1zŜ2− + Ŝ1−Ŝ2z)e

iφ

D̂ =C∗

Ê =− 3

4
sin2(θ)Ŝ1+Ŝ2+e

−2iφ

F̂ =E∗ . (8)

In writing the expressions in eq. (8) the raising and lower-
ing spin operators make it easier to interpret the effect of
each term. Since Ĥ0 and ĤD do not commute, the result-
ing Hamiltonian operator will in general have all non-zero
matrix elements. However, a significant simplification of
the Hamiltonian is possible due to the presence of the
high magnetic field along the z component, in which case
the secular approximation can be applied. This approxi-
mation consists in truncating the expansion of the dipolar
Hamiltonian in the basis of the unperturbed part, Ĥ0 (for
a more detailed discussion see [7] and [8]). In order to
illustrate the approximation, let us consider a situation
not restricted to spin–1/2. In the secular approximation,
the dipolar Hamiltonian is written as follows:
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Ĥ
(s)
D =

∑

n

〈n|ĤD|n〉 |n〉〈n|+
∑′

m6=n
〈m|ĤD|n〉 |m〉〈n| .

(9)

The primed summation contains only elements that con-
nect degenerate or near degenerate states in Ĥ0. More pre-
cisely, the elements of ĤD for which (ĤD)mn � |Em−En|,
where En represents the n− th eigenvalue of Ĥ0, are omit-
ted from the approximated Hamiltonian. In this approx-
imation, the dipolar Hamiltonian has a block diagonal
structure, retaining all the diagonal elements and those
in blocks along the diagonal corresponding to degenerate
or near degenerate subspaces of H0. By considering the
terms Â–F̂ above, the only ones fulfilling the criterion of
the secular approximation are the terms Â and B̂ (See
[7], Chaper IV, and [9], Appendix A.6). Thus,

Ĥ
(s)
D =

γ1γ2
r312

(
Â+ B̂

)
. (10)

The term Â contributes only to the diagonal of Ĥ
(s)
D ,

while B̂ represents a transition term within the degenerate
subspace of Ĥ0. For instance, in the case of the spin-1/2

in the uncoupled basis, B̂ represents transition between
the states |+−〉 and |−+〉. The resulting approximated
dipolar Hamiltonian can be written as,

Ĥ
(s)
D = d12(3Ŝ1zŜ2z − Ŝ1 · Ŝ2) , (11)

where d12 = b12
2

(
3 cos2 θ − 1

)
, and the angle θ is mea-

sured between the direction of the static field and the
relative position vector of the two nuclei. Therefore, the
effective contribution of the dipolar term will depend on
the resulting average of d12 over the possible values of
θ. In particular, the resulting contribution of the dipo-
lar Hamiltonian, will be significant for crystalline solids
where there is a consistent orientation of the nuclear pairs
with respect to the external fields, and will be zero in
the case of isotropic liquids due to the averaging effect of
molecular mobility. The latter result is easy to obtain by
calculating the angular average of d12,

d12 =
b12
2

∫ (
3 cos2 θ − 1

)
dΩ = 0. (12)

However, even in the case of isotropic liquids, the dipo-
lar contribution to the Hamiltonian is relevant in the
relaxation of the spin dynamics and line broadening [10].

C. J-couplings

Although direct dipolar interactions are stronger, they
are not responsible for the fine structure of the NMR

spectrum in liquids, as discussed above. Indirect spin-
spin interactions, or J-couplings are still significant in
isotropic liquids and are responsible for the main features
of their NMR spectra. Two nuclear spins in the same
molecule can interact via the effects their magnetic mo-
ments induce on the electronic clouds. Normally, indirect
spin-spin coupling is stronger for spins that are separated
by a small number of chemical bonds. Therefore, the
effects of this indirect coupling in the NMR spectra con-
tributes important information about chemical bonding
in molecules. The most general form to represent this
interaction is as

ĤJ = Ŝ1 · J12 · Ŝ2 , (13)

where J12 is the J-coupling tensor. In the case of spatial
homogeneity, as in isotropic liquids, the average of the
J-coupling interaction over all possible orientations, simpli-
fies the contribution to the Hamiltonian, leading to ĤJ =
J12Ŝ1 · Ŝ2 [9], where J12 = 1/3(J12,xx + J12,yy + J12,zz) is
the average of the diagonal of the J-coupling tensor.

IV. SPIN-SPIN INTERACTION HAMILTONIAN

When only the effects of the chemical shifts are incor-
porated into the time independent Hamiltonian, it takes
the form,

Ĥ0 = −γB0(1 + δ1)S1z − γB0(1 + δ2)S2z , (14)

where we also assumed the homonuclear case for which
γ1 = γ2, as in the case of two interacting protons.

It is straightforward to estimate the energies con-
sidering the product basis of the isolated spin system:
|++〉,|+−〉,|−+〉,|−−〉. Using ∆ = δ1 − δ2, ω1 = ω0(1 +
δ1), and ω2 = ω0(1 + δ2), the energies of the uncoupled
spin system are as follows:

E1 =− ~
2
ω1 −

~
2
ω2

E2 =− ~
2
ω0∆

E3 =
~
2
ω0∆

E4 =
~
2
ω1 +

~
2
ω2 . (15)

Since the chemical shifts differ normally by a small
amount, the two states |+−〉,|−+〉, are almost degen-
erate.

The almost degeneracy of the states |+−〉 and |−+〉
of the uncoupled system is lifted when the interaction
terms are considered. Within the secular approximation
and considering isotropic chemical shifts and J-couplings,
the Hamiltonian in the absence of the transversal radio-
frequency field takes the following form:
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Ĥ(s) =− γB0(1 + δ1)Ŝ1z − γB0(1 + δ2)Ŝ2z+

+ J12Ŝ1 · Ŝ2 + d12(3Ŝ1zŜ2z − Ŝ1 · Ŝ2) , (16)

where we have now included the J-coupling and dipolar
interaction.

To cast the Hamiltonian into a more amenable form,
the product operators Ŝ1 · Ŝ2 can be written in terms of
raising and lowering operators by noting that Ŝ1 · Ŝ2 =

Ŝ1zŜ2z + 1
2

(
Ŝ1+Ŝ2− + Ŝ1−Ŝ2+

)
. With this, the full spin-

pair Hamiltonian can be written as follows:

Ĥ(s) =ω1Ŝ1z + ω2Ŝ2z + (J12 + 2d12)Ŝz1Ŝz2+

+
1

2
(J12 − d12)

(
Ŝ1+Ŝ2− + Ŝ1−Ŝ2+

)
. (17)

It is straightforward to compute the matrix elements of
the Hamiltonian in the uncoupled basis, which results in
the following matrix:

Ĥ(s) =
~
2




ω1 + ω2 + ωA12 0 0 0
0 ω1 − ω2 − ωA12 ωB12 0
0 ωB12 −ω1 + ω2 − ωA12 0
0 0 0 −ω1 − ω2 + ωA12


 , (18)

where frequencies from the spin-pair terms are as follows:

ωA12 =
1

2
(J12 + 2d12)~

ωB12 =(J12 − d12)~ . (19)

A. Magnetically equivalent spins

It is interesting to study the relevant case in which
the two spins are magnetically equivalent. That means
that both have the same chemical shift and thereby the
same Larmor frequency. In this case, ω1 = ω2 ≡ ω0. The
interaction Hamiltonian takes the following form:

Ĥ(s) =
~
2




2ω0 + ωA12 0 0 0
0 −ωA12 ωB12 0
0 ωB12 −ωA12 0
0 0 0 −2ω0 − ωA12


 .

(20)

Given the symmetry of the matrix elements, it is appar-
ent that the matrix will be diagonal in the triplet-singlet
coupled basis of two spins 1/2. Therefore, for magnetically
equivalent spins we have the following eigenstates:

|1, 1〉 = |++〉

|1, 0〉 =
|+−〉+ |−+〉√

2

|0, 0〉 =
|+−〉 − |−+〉√

2

|1,−1〉 = |−−〉 . (21)

In this basis, the Hamiltonian matrix is diagonal with
the following values for the energy of the states,

E1 =~ω0 +
~2

4
(J12 + 2d12)

E2 =
~2

4
(J12 − d12)

E3 =− 3~2

4
J12

E4 =− ~ω0 +
~2

4
(J12 + 2d12) . (22)

B. Spectral fine structure in isotropic liquids

In the following we will consider the experimentally
relevant situation of an isotropic liquid in which the the
two spins have similar chemical shifts. That means that
∆ � 1, and d12 = 0, thus leaving the indirect spin-
spin coupling and the only spin interaction term in the
Hamiltonian.

In this case the Hamiltonian matrix assumes the fol-
lowing form:

Ĥ(s) =
~
2




2ω0 + ~J
2 0 0 0

0 ω0∆− ~J
2 ~J 0

0 ~J −ω0∆− ~J
2 0

0 0 0 −2ω0 + ~J
2


 ,

(23)

where we dropped the subscript in the J-coupling constant
to simplify the notation.

The energies are,
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E1 =~ω0 +
~2J

4

E2 =− ~2

4
J +

~
2

√
(ω∆)2 + (~J)2

E3 =− ~2

4
J − ~

2

√
(ω∆)2 + (~J)2

E4 =− ~ω0 +
~2

4
J . (24)

The energy levels normalised by the parameter
~
√
ω2
0 + (~J)2 as a function of (ω0∆)/(~J), where ∆ =

10−6, showing how the relative shifts in energy change
as the relationship between the chemical shifts difference
and the spin-spin coupling changes.

Figure 1. The normalised energies of the spin interaction
Hamiltonian in eq. 23 as a function of ω0∆/(J~), for a chemical
shift difference ∆ = 10−6. In the limit of very strong J-coupling
interaction there are three degenerate levels. The degeneracy
splits as soon as the the J-coupling interaction becomes weaker
in relation to ω0∆. For a ratio ω0∆/(J~) of 10−4 the levels
have already their assymptoptic values.

Given the symmetry of the Hamiltonian matrix, it is
clear that the eigenstates will have the following form:

|φ1〉 = |++〉
|φ2〉 =α |+−〉+ β |−+〉
|φ3〉 =β |+−〉 − α |−+〉
|φ4〉 = |−−〉 , (25)

where α and β can be found by acting with the Hamilto-
nian on the either of |φ1〉 or |φ2〉 and using the normali-
sation condition of the states. The result is,

Figure 2. Asymptotic normalised energies (scaled by 106) of
the spin interaction Hamiltonian in eq. (23) as a function of
ω0∆/(J~) for the levels 2 and 3 (see Figure 1), also using
∆ = 10−6. For very weak J-coupling interaction the two levels
have an asymptotic split of the normalised energy equal to ∆.

α =


1 +


ω0∆

~J
−
√

1 +

(
ω0∆

~J

)2



2



− 1
2

β =


1 +


ω0∆

~J
−
√

1 +

(
ω0∆

~J

)2


−2


− 1
2

. (26)

With these results it is possible now to estimate the
allowed transition between the spin-pair states for different
situations of experimental interest determined by the
relative value between the chemical shift term, ω0∆, and
the strength of the J-coupling interaction, ~J .

C. Allowed transitions and spectral lines

In order to predict the spectrum we first need to deter-
mine which are the allowed transitions between the eigen-
states of the Hamiltonian. The problem can be analysed
perturbatively. In experimental conditions the transverse
magnetic field is much weaker than the longitudinal field
B. In that situation it is possible to approach the problem
with time-dependent perturbation theory. In particular,
we can consider that the transverse magnetic field is a
perturbation of the time-independent Hamiltonian.

The transversal RF field can be written as

Bxy(t) = Bxyn(t) , (27)

with n(t) = cos(ω′t)i − sin(ωt)j. The following analysis
is simpler if we consider the equivalent situation of an
oscillating electric field with linear polarisation on the
x, y plane, such as Bxy(t) = Bxy cos(ωt). This polarised
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field can be constructed by summing two counter rotating
fields as described by eq. (27), with angular frequencies
of opposing sign.

The total Hamiltonian is then the sum of the time
independent part and the time-dependent perturbation
from the oscillating field,

Ĥ(t) = Ĥ + δĤ(t) , (28)

where δĤ(t) = −M̂ ·Bxy(t), and M̂ = γ(1+δ1)Ŝ1 +γ(1+

δ2)Ŝ2 is the magnetic moment operator corresponding to
the two spins.

Within first-order time-dependent perturbation theory,
the transition probability between states m and n is pro-
portional to | 〈n|M̂|m〉 ·Bxy|2. In order to compute the
allowed transitions and the relative intensities of the spec-
tral lines, it is convenient to write the magnetic moment
operator,M̂, in term of raising and lowering operators. It
is straightforward to verify that

M̂ =
γ̃1
2

[
Ŝ1+(i− ij) + Ŝ1−(i + ij)

]
+

γ̃2
2

[
Ŝ2+(i− ij) + Ŝ2−(i + ij)

]
, (29)

where γ̃i = γ(1 + δi). Without any loss of generality, the
direction of polarisation of the oscillating transversal field
can be taken along x. In that case, the matrix elements
of the magnetic moment operator in the coupled basis
given by eq. (25) take the form given in Table I.

|φ1〉 |φ2〉 |φ3〉 |φ4〉
〈φ1| — αγ̃2 + βγ̃1 αγ̃1 − βγ̃2 0

〈φ2| αγ̃2 + βγ̃1 — 0 αγ̃1 + βγ̃2

〈φ3| αγ̃1 − βγ̃2 0 — αγ̃2 − βγ̃1
〈φ4| 0 αγ̃1 + βγ̃2 αγ̃2 − βγ̃1 —

Table I. Matrix elements of the magnetic moment operator

Within first-order time-dependent perturbation theory,
a transition between states m and n is forbidden if the
corresponding matrix element of the perturbation is zero.
It can be seen that such is the case of all the anti-diagonal
elements in Table I. In particular, the transitions |φ1〉 ↔
|φ4〉 and |φ2〉 ↔ |φ3〉 are forbidden within first-order
perturbation theory. We can now calculate the frequencies
of the spectral lines for the allowed transitions:

ω2 =
E1 − E3

~
= ω0 + (C +

1

2
~J)

ω′2 =
E2 − E4

~
= ω0 + (C − 1

2
~J)

ω′1 =
E1 − E2

~
= ω0 − (C − 1

2
~J)

ω1 =
E3 − E4

~
= ω0 − (C +

1

2
~J) , (30)

where

C =
1

2

√
(ω∆)2 + (~J)2 . (31)

As mentioned above, the shape of the spectrum will be
determined by the relationships between ω∆ and ~J . Fig-
ure 3 shows diagrammatically the different characteristic
forms of the spectra. When J = 0 there are two lines
separated by ω0∆ (panel (a)). This is the typical case of
two nuclei without any coupling between them. When
there is small spin coupling (~J � ω0∆), each line splits
into a doublet (panel (b)) with a separation given by
~J . When the spin coupling strength is similar to the
chemical shift difference (panel (c)) the difference in the
lines intensities of the duplets becomes apparent. For
coupling interactions much stronger than the effect of
the chemical shifts, there are two intense lines centred
at ω0, with a separation of approximate (ω2

0∆2)/(2~J)2,
and two much weaker lines each at a separation ~J from
its nearest stronger component. Finally, when ∆ = 0,
the two stronger lines coalesce into a singlet, while the
other weaker two lines become negligible and are displaced
towards ±∞.

It is useful to relate the above analysis to the standard
NMR nomenclature for systems of two magnetically non-
equivalent spins. Cases represented in panels (a) and (b)
of Figure 3, characterised by weak coupling, are denoted
as AX systems. Systems represented in panels (c) and
(d) with strong coupling relative to the chemical shift dif-
ference, are referred as AB. Case (d) shows the spectrum
of a magnetically equivalent system, which is denoted as
A2–notice that this single-line spectrum corresponds to
transitions between the triple-degenerate level upper level
shown at the rightmost limit in Figure 1.

We end the section with a brief discussion on the calcu-
lation of the relative spectral-line intensities, which can
be estimated from the modulus squared of the matrix
elements in Table I. In order to simplify the analysis we
assume that γ̃1 ∼ γ̃2, which represents a pair of spins
with very small chemical shift differences. This situation
is both experimentally relevant and simpler to discuss.
In that case, the intensities are equal to (α+ β)2 for the
inner lines and to (α − β)2 for the outer lines. For the
case of ω0∆ ∼ ~J—which corresponds to panel (c) in
Figure 3—the ratio between the intensities of the inner
and outer lines is

(√
2 + 1

)
/
(√

2− 1
)
. The limiting rel-

ative intensities for the cases shown in the other panels
of Figure 3 can easily be checked in a similar manner.
For instance, in panel (e), for ω0∆ = 0, it is found that

α = β = 1/
√

2, resulting in a relative line intesity of 2.

V. DISCUSSION

Much of the value of NMR to provide information about
molecular structure depends on the relevant interactions
among nuclear spins, and between nuclear spins and the
electronic clouds. Due to space constraints, the scope of
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Figure 3. Spectral lines of the two-spin NMR Hamiltonian for
different relationships between the chemical shift difference and
spin-spin coupling interaction. The different panels show the
spectrum under the typical conditions found in experiments.
(a) A duplet resulting from an uncoupled spin. (b) Very weak
coupling, where each line splits resulting in a quartet. (c) The
chemical shift difference is comparable to the coupling strength.
(d) Very strong coupling. (e) Magnetically equivalent spins.

this paper has been narrowly focused on the main con-
sequences of spin-spin interactions in the NMR spectra.
We left out the vast topic of relaxation in NMR, the anal-
ysis of systems with spin higher than 1/2, and systems
where there are more than two interacting spins. The
reader is directed to the cited literature in order to sample
those topics. However, by studying the paradigmatic case
of two spin–1/2 nuclei in a range of parameters that is
relevant for real systems, we presented a study of the
main consequences of spin-spin interactions in the NMR
spectra. In particular, we found that the main parameter
controlling the qualitative and quantitative structure of
the spectrum is the ratio between an effective interaction
between the nuclear spins and the local differences in
the magnetic field—parametrised by the differences in
chemical shifts—and the strength of the spin-spin cou-
pling. The main result is depicted diagrammatically in
Figure 3, which links the structure of the spectrum to the
key quantities encoding the parameters of the interactions
in the system.

There are some immediate possible extensions to this
work. The more detailed analysis was focused on isotropic
liquids for which there is no effective contribution from
dipolar interactions. However, in solid state NMR the
dipolar interactions do not necessarily cancel. Thus, a
similar study could be done using the Hamiltonian shown
in eq. 18, and analyse the resulting spectra incorporating
the strength of the dipolar interaction. Another avenue of
analysis that directly follows from here is the the study of
the temporal dynamics of the interacting systems–more
suitably done within the density matrix representation–
including pulses sequences and echoes in interacting spin
systems.
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Spontaneous Emission Enhancement of Quantum Dots using Plasmonic
Nanostructures

Saipavan Vengaladas
(Dated: June 19, 2019)

Quantum Dots (QD) are artificial atoms which can be modeled as a particle-in-the-box problem
after some refinements .In this project, I would discuss how enhancement or quenching the emission
or radiation decay rates of QDs can be tailored by engineering the environment using LDOS(Local
Density of States) formalism, Purcell enhancement.Plasmonic nanostructures are taken to be Purcell
environment in this project and quantum dot is modeled as a dipole emitter and Purcell enhancement
is calculated by doing Electromagnetic simulations i.e., solving Maxwell equations with dipole emitter
and surrounding medium.

I. INTRODUCTION TO QUANTUM DOTS

In the early days the use of colloidally dispersed pig-
ment particles for producing colorful effects has been
known.In 1980s experiments were done with semiconduc-
tor nanocrystals with application towards solar energy
conversion and photocatalysis [1]. It was found as the size
of the semiconductor nanocrystals is modified, strikingly
different colors were observed,known as Quantum con-
finement effect.Exciton (Bound state of an electron-hole
pair)in QDs are described by Hydrogen-like Hamiltonian

Ĥ = − ~2

2mh
∇2
h −

~2

2me
∇2
e −

e2

ε|re − rh|
(1)

where me and mh are the mass of electron(e) and hole(h)
respectively.As size of the nano crystal becomes small
to the limit of the Bohr radius,the states of the exciton
shift to higher energy as according to Heisenberg uncer-
tainity principle as position gets defined well, momen-
tum increases.In the limit of small particles the strongly
screened Coloumbic attraction can be neglected (the last
term in Eq.1).Both the electron and hole can be together
treated as a particle-in-the-box problem model,leading to
increase in different spectral energies as the size of the
box (radius of QD) is made smaller given by

Econfinement =
~2π2

2a2

(
1

me
+

1

mh

)
(2)

Where a is the radius of the QD.

However any other Quantum Emitter can be con-
sidered to increase the spontaneous emission rate but in
this project QDs are considered.

II. SPONTANEOUS EMISSION & PURCELL
ENHANCEMENT

Spontaneous emission is the process by which excited
electrons comes to ground state emitting photon while
losing energy.Before Purcell seminal work the spontaneous
emission was considered to be intrinsic property,but Pur-
cell proved that it depends on electromagnetic environ-

Figure 1. Showing spontaneous emission in a two-level sys-
tem.Image courtesy:[2]

ment [3].The spontaneous emission is a result of Heisen-
berg uncertainity principle,there is a always uncertainity
in knowing the momentum and position of the particle
analogously the lowest energy state is a non zero energy
state.As harmonic oscillator applied to electromagnetic
fields,considering each electromagnetic mode as harmonic
oscillator the lowest energy as derived in class ~ω/2. Tak-
ing time averaged energy of an electromagnetic wave, we
get Energy

V = ε0nE2, equating energy to minimum non
zero energy ~ω/2 .We get zero-point electric field as

E =

√
~ω

2ε0n2V
(3)

where ε0 is the permittivity of the free space, n is the
refractive index of the medium and V is the volume of
electromagnetic mode.

This zero-point electric field interacts with every elec-
tron as a pertubation [4].Fermi’s Golden rule taught in
lectures can be deployed here to find the 2-level transition
rate with this zero-point electric field as a pertubation.The
transition rate Wmn from an initial state m to final state
n given by



2

Wif =
2π

~
〈m|H ′|n〉2 dN

dE
(4)

where H ′ is the perturbation, interaction between elec-
tron and photon in the dipole approximation given by

H ′ = −qr.E (5)

where r is the position vector of electron of charge q and E
is the Electric field. dN

dE is is the photonic density of states
i.e the number available photon states per energy level.For
free space, one may assume a box with length L in which
photon lives as standing wave, requiring sin(kL) = 0 ,
where k is the electromagnetic wave vector k = p 2π

L here
p is an integer.Now we can approximate the number of
modes in k-space as sphere in k space divided by the
spacing between each mode,considering only positive ’k’s
and multiply by 2 to account for both polarizations

N(k) =
4
3πk

3 ∗ 2 ∗ 1
8(

π
L

)3 (6)

Writing interms of E

N(E) =
1
3n

3E3V

π2~3c3
(7)

Taking derivative w.r.t E to get photon density of states

dN

dE
=
n3ω2V

~c3π2
(8)

Involving second quantization to find the matrix ele-
ment we get electric field as

E = i

√
~ω
2εV

(
a†e−ik·r−iωt + aeik·r−iωt)ê

)
(9)

ê represents polarization. Where a† and a are raising
and lowering operators for photon states.

| 〈r ·E〉 |2 = |
〈
a† + a

〉
|2 ~ω

2n2εV
(10)

The dot product between the vectors yields a cosine
and when averaged over solid angle gives 1/3. This is also
equivalent to averaging over polarizations. If we consider
the case that state m has 1 photon and state n has none,
the spontaneous emission rate from Fermi’s golden rule is
then[4]

1

τsp
=

2π

3~
|
〈
1,m|qx(a† + a)|0, n

〉
|2 ~ω

2n2εV

n3ω2V

~c3π2
(11)

On operating with raising and lowering operators we
have

1

τsp
=

nω3

3πc3ε0~
|qx|2 (12)

The above is the spontaneous emission rate for a weak
coupling regime in an homogenous environment.

A. Purcell effect

Now instead of free space, if the emission rate is con-
sidered in a cavity allowing single mode, calculated by
Purcell in 1946 [3],again we bring Fermi’s Golden rule for
which only a single available photon in the finite energy
interval ~∆ω

Normalizing density of states we have

∫ ∞

0

dN

dE
dE = 1 (13)

Assuming Lorentzian shape we get

dN

dE
=

2

π~∆ω

~∆ω2

4~(ω − ωc)2 + ~∆ω2
(14)

where ωc is the resonant frequency of the cavity

dN

dE
=

2

π~∆ω
(15)

1

τsp
=

2π

~
|〈m|qxE|n〉|2 2

π~∆ω
(16)

From the second quantization

Emax
2 =

~ω
2εV

(17)

The spontaneous emission rate in the cavity is now

1

τsp
=

2

~ε
|qx|2Q

V
(18)

where Q = ω
∆ω , Quality factor

Purcell Factor (PF) =
Spontaneous emission rate in free space

Spontaneous emission rate in cavity

PF =
3

4π2

Q
(
λ
n

)3

V
(19)

But a higher quality factor would trap the photons
inside the cavity.So if to increase the emission rate Quality
factor should be judiciously chosen.
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III. PLASMONIC NANOSTRUCTURES

For any quantum emitter the emission rate depends
upon the dipole moment of the transition as derived Eq.
(12) .Rewriting interms of dipole moment d

γ =
1

τ
=
k3|d|2
3πε~

(20)

Figure 2. Plasmonic environment to modify the spontaneous
emission. Image courtesy:[2]

Figure 3. Coupling of Quantum emitter to nanoparti-
cle,illustrating the self action.Image courtesy: [2]

Now we may consider plasmonic environment as shown
in Figure 2, may be gold nanoparticle or optical antenna
as the medium which changes dipole moment of the tran-
sition.Considering the emission spectra of the quantum
emitter has resonance at frequency ω and if the plasmonic
system has resonance at ω0 i.e., the extinction crossection
is high at ω0 as shown in Fig 2. If the resonant frequency
of the plasmonic system ω0 ' ω then emission rate can
be increased. Taking the plasmonic system to a gold
nanoparticle and a dipole quantum emitter as shown in
Figure 3 i.e.,Emitter coupled to nanoparticle.

The atom generates field Eat due to emission,which
inturn induces dipole moment pind, defined by the polar-
izability of the nanoparticle

pind = α(ω)Eat−np (21)

where Eat−np is Electric field on the nanoparticle due to
Quantum emitter, in our case QD where

Eat−np = gT d (22)

where d is the dipole moment of the QD. The coupling

constant gT =
−1

4πε0aat−np3
where aat−np is the distance

between nanoparticle and Quantum emitter as shown.
Now nanoparticle with induced dipole moment which

inturn generates a field back in the position of QD as
shown in Figure 3, making back action or self action.So
this additional field due to plasmonic system enhances the
emission rate or quenches as per design and need.So QD
can emit less or more because of this self action principle.

IV. EM SIMULATION & RESULTS

Enhancement rate is found by solving Maxwells equa-
tion with plasmonic environment i.e., gold nanopaticle
coupled with QD,modeled as dipole emitter.We may solve
them in any open source EM solvers like MEEP etc.
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Figure 4. Plot showing the Purcell factor for geometry (see
Figure 3 )

The above graphs show Purcell enhancement in free
space and QD coupled with a nanoparticle of diameter
60nm with aat−np = 35nm taking the dipole emitter’s
(modeled QD)emission wavelength to be varying from
400− 900nm
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V. DISCUSSION

Using the formalism of Density of States one may
design the suitable environment to modify the emis-
sion.Applications would be increasing the emission rate
of single photons.Analogously this theory is employed in

radiative decay engineering of metamaterials.
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Study of Morse Potential : Exact Solution and Perturbation Technique

Arpon Paul
(Dated: June 19, 2019)

The interatomic interaction which causes vibration in a diatomic molecule can be modeled by
the Morse Potential. In the vicinity of its equilibrium point, Morse potential can be regarded as
perturbed harmonic oscillator potential. Morse potential models the molecular vibration in a better
way than the harmonic oscillator potential because it allows bond dissociation, and the energy levels
are not equally spaced. In this paper, the exact solution of Morse Potential will be obtained by
analytic method. And then again, time-independent perturbation theory will be used to obtain the
energy eigenvalue and energy eigenstates of Morse potential, and compared with the exact result.

I. INTRODUCTION

Any system in the vicinity of its equilibrium point can
be modeled by harmonic oscillator potential. That is why
Quantum Harmonic Oscillator is widely studied to model
vibrations in molecules.

The harmonic oscillation nicely describes molecular vi-
bration, but has some limitations. As the energy gap
between successive energy levels in the harmonic oscil-
lator is constant, all transitions occur at the same fre-
quency. However experimentally many lines are found in
vibrational specturm. The other limitation is harmonic
oscillator has no upper limit of allowed energy level; that
means the vibrational energy can be increased to infinity
without breaking the bond.

These issues can be solved by the Morse potential,
named after physicist Philip M. Morse. In this paper, we
first apply some change of variables, and make an analogy
with the 2D Harmonic Oscillator. Thus we determine
the exact solution to the Morse Potential. And then the
critical value of Morse Potential for bond formation is
obtained.

In the limiting case, Morse potential becomes the Har-
monic potential. So the problem is solved using Pertur-
bation technique also. The higher order terms of Morse
Potential is taken into account. So the theory for 2nd
order perturbed Hamiltonain is derived in the paper as
well.

II. MORSE POTENTIAL AND ITS EXACT
SOLUTION

Morse Potential is given as [1]:

V (x) = D(e−
2x
a − 2e−

x
a ) (1)

As x → ∞, V (x) → 0. So there will be unbounded
states for E > 0. And this allows bond breaking of
molecules.

Now the Hamiltonian for Morse Potential is:

H =
p2

2µ
+D(e−

2x
a − 2e−

x
a ) (2)

Figure 1. Morse Potential as a function of position

So, the Schrodinger’s equation is:

− ~2

2µ

d2ψ

dx2
+D(e−

2x
a − 2e−

x
a )ψ = Eψ (3)

We introduce the following quantities to make the com-
putation simpler:

ε ≡ 8µEa2

~2
, (4)

κ2 ≡ 8µDa2

~2
, (5)

r ≡ √κe− x
2a (6)

After this substitution, we obtain the following,

d2ψ

dr2
+

1

r

dψ

dr
− (−ε)

r2
ψ + (2κ− r2)ψ = 0 (7)

And now we compare this with the radial equation for
2D Harmonic Oscillator[2]:

d2ψ

dr2
+

1

r

dψ

dr
− m2

r2
ψ + (2(n+ 1)− r2)ψ = 0 (8)

where, m is the quantum number related to Lz, and
n is the energy quantum number of the 2D Harmonic
Potential. And, here, n = 0, 1, 2, 3...; m = n, n−2, n−4...
, i.e, m = n− 2N for N = 0, 1, 2...

We can match the following terms:

m2 ⇔ −ε, n+ 1⇔ κ
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Using the relation m = n− 2N , we obtain:

En = −D
(

1− ~
a
√

2µD
(n+

1

2
)

)2

(9)

where n = 0, 1, 2, 3...
And Eigenfunctions (Similar to the case of 2D H.O.)

ψn(x) = N(n)rκ−2n−1e−r
2/2L(κ−2n−1)

n (r2) (10)

where N(n) =
[

(κ−2n−1)Γ(n+1)
Γ(κ−n)

]1/2

And L
(k)
n is the associated Laguerre Polynomial.

r and κ are defined as before.

III. BOUND AND UNBOUND STATES

We have already seen: m⇔ √−ε
And the value of m is a non-negative integer. Therefore,

we must have :

1− ~
a
√

2µD
(n+

1

2
) ≥ 0 (11)

So, En ≤ En+1

In case we have En ≥ En+1, the En+1 state is not a
bound state. So the maximum value of E for bound state
is 0. This agrees with classical results also.

We can find out a critical value for the constant D so
that there exists at least one bound state. To find out
the critical value Dc, we set n = 0 :

1− ~
2a
√

2µDc
= 0 (12)

Dc =
~2

8µa2
(13)

So, if D ≤ Dc, molecular bond formation will not be
possible.

IV. PERTURBATION THEORY FOR TAYLOR
SERIES EXPANSION OF HAMILTONIAN

Let the Hamiltonian can be expressed as a Taylor series
expansion

H(λ) = H(0) + λH(1) + λ2H(2) + λ3H(3) + ... (14)

And the eigenvalue equation for this Hamiltonain
(
H(0) + λH(1) + λ2H(2) + ...

)(
|n(0)〉+ λ|n(1)〉+ ...

)

=
(
E(0)
n + λE(1)

n + λ2E(2)
n + ...

)(
|n(0)〉+ λ|n(1)〉+ ...

)

(15)

Now equating the coefficients of different powers of λ :

λ0 : H(0)|n0〉 = E(0)
n |n(0)〉 (16)

λ1 : H(0)|n(1)〉+H(1)|n(0)〉 = E(0)
n |n(1)〉+ E(1)

n |n(0)〉
(17)

λ2 : H(0)|n(2)〉+H(1)|n(1)〉+H(2)|n(0)〉
= E(0)

n |n(2)〉+ E(1)
n |n(1)〉+ E(2)

n |n(0)〉
(18)

Multiplying equation (17) by 〈m(0)|:
E(1)
n = H(1)

nn (19)

|n(1)〉 =
∑

m6=n

H
(1)
mn

E
(0)
n − E(0)

m

|m(0)〉 (20)

Here we assumed |n(1)〉, |n(2)〉... etc have no component
along |n(0)〉

Similarly, from equation (18)

E(2)
n = H(2)

nn + 〈n(0)|H(1)|n(1)〉 (21)

= H(2)
nn +

∑

m 6=n

|H(1)
mn|2

E
(0)
n − E(0)

m

(22)

〈m(0)|n(2)〉 =

1

E
(0)
n − E(0)

m

·
(
H(2)
mn + 〈m(0)|H(1)|n(1)〉 − E(1)

n 〈m(0)|n(1)〉
)

(23)

V. SERIES EXPANSION OF MORSE
POTENTIAL

V (x) = D(e−
2x
a − 2e−

x
a ) (24)

= D

(
1− 2x

a
+

1

2
· 4x2

a2
− 1

6
· 8x3

a3
+

1

24
· 16x4

a4
+ ...

)

(25)

− 2D

(
1− x

a
+

1

2
· x

2

a2
− 1

6
· x

3

a3
+

1

24
· x

4

a4
+ ...

)

(26)

= −D +
Dx2

a2
− Dx3

a3
+

7Dx4

12a4
+ ... (27)

= −D +
Dx2

a2
− λ · Dx

3

a
+ λ2 · 7Dx4

12
+ ... (28)

where λ = 1
a2

So the full Hamiltonian

H(λ) =
p2

2µ
+
Dx2

a2
−D − λ · Dx

3

a
+ λ2 · 7Dx4

12
+ ...

(29)

Thus we get

H(1) = −Dx
3

a
(30)

H(2) =
7Dx4

12
(31)
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VI. ENERGY EIGENVALUES AND
EIGENSTATES

Comparing with the Harmonic Oscillator potential:

H =
p2

2µ
+

1

2
µω2x2 (32)

we obtain,

ω =

√
2D

µa2
(33)

Energy eigenvalues to the zeroth order

E(0)
n = ~ω

(
n+

1

2

)
−D (34)

We define the ladder operators

a =

√
µω

2~

(
x+

i

µω

)
(35)

a† =

√
µω

2~

(
x− i

µω

)
(36)

And position operator in terms of ladder operators:

x =

√
~

2µω
(a† + a) (37)

= x0(a† + a) (38)

where x0 =
√

~
2µω

Now

〈n(0)|x3|n(0)〉 = x3
0〈n(0)|(a† + a)3|n(0)〉 (39)

= 0 (40)

So E
(1)
n = 0 And

〈m(0)|x3|n(0)〉 (41)

= x3
0〈m(0)|(a† + a)3|n(0)〉 (42)

= x3
0

(√
n(n− 1)(n− 2)δm,n−3

+
√

(n+ 1)(n+ 2)(n+ 3)δm,n+2

+
(
(n+ 2)

√
n+ 1 + (n+ 1)

√
n+ 2 + n

√
n+ 1

)
δm,n+1

+
(
(n+ 1)

√
n+ n

√
n+ n

√
n− 1

)
δm,n−1

)
(43)

Now

|n(1)〉 =
∑

m 6=n

H
(1)
mn

E
(0)
n − E(0)

m

|m(0)〉 (44)

= −Dx
3
0

~ωa
(1

3

√
n(n− 1)(n− 2)|n− 3(0)〉

− 1

2

√
(n+ 1)(n+ 2)(n+ 3)|n+ 2(0)〉

− ((n+ 2)
√
n+ 1 + (n+ 1)

√
n+ 2

+ n
√
n+ 1)|n+ 1(0)〉

+
(
(n+ 1)

√
n+ n

√
n+ n

√
n− 1

)
|n− 1(0)〉

)

(45)

〈n(0)|x4|n(0)〉 = x4
0〈n(0)|(a† + a)4|n(0)〉 (46)

= x4
0(5n2 + 7n+ 3) (47)

E(2)
n = H(2)

nn +
∑

m 6=n

|H(1)
mn|2

E
(0)
n − E(0)

m

(48)

=
7Dx4

0

12
· (5n2 + 7n+ 3)

+
D2x6

0

a2~ω

[1

3
n(n− 1)(n− 2)− 1

2
(n+ 1)(n+ 2)(n+ 3)

−
(
(n+ 2)

√
n+ 1 + (n+ 1)

√
n+ 2 + n

√
n+ 1

)2

+
(
(n+ 1)

√
n+ n

√
n+ n

√
n− 1

)2 ]
(49)

=
~2a2

32µ

[7

3
(5n2 + 7n+ 3) +

1

3
n(n− 1)(n− 2)

− 1

2
(n+ 1)(n+ 2)(n+ 3)

−
(
(n+ 2)

√
n+ 1 + (n+ 1)

√
n+ 2 + n

√
n+ 1

)2

+
(
(n+ 1)

√
n+ n

√
n+ n

√
n− 1

)2 ]
(50)

Finally, upto second order

En = −D + ~

√
2D

µa2

(
n+

1

2

)
+

~2

32µa2

[7

3
(5n2 + 7n+ 3)

+
1

3
n(n− 1)(n− 2)

− 1

2
(n+ 1)(n+ 2)(n+ 3)

−
(
(n+ 2)

√
n+ 1 + (n+ 1)

√
n+ 2 + n

√
n+ 1

)2

+
(
(n+ 1)

√
n+ n

√
n+ n

√
n− 1

)2 ]
(51)

VII. DISCUSSION

In this article, we first changed the variable and made
an analogy with the problem of 2D Harmonic Oscillator,
and thus the exact solution is found. Then we solved the
same problem using perturbation technique. The results
agree upto first order term.
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Thermal Radiation from Quantum Transitions

David E. Brahm, Ph.D., CFA
(Dated: June 19, 2019)

Hot matter radiates, and in many cases the radiation approaches a blackbody distribution. How
do we explain this using quantum mechanics? How do we reconcile the continuous spectrum seen in
real life with the sharp spectral lines of discrete electron transitions that quantum theory predicts?

I. INTRODUCTION

Hot matter radiates. Examples include the sun, fire[1],
an incandescent tungsten bulb filament, and a kiln. If we
observe the visible radiation with a spectrometer (Fig. 1),
in some cases, e.g. a sodium vapor streetlamp, we see
distinct spectral lines which correspond to known atomic
transitions. But often we see a continuous spectrum that
roughly matches a Planck (or “blackbody”) distribution
characterized by a temperature T , whose mean energy
density U(ω) is given by:

U(ω)dω =
~ω3

π2c3
dω

e~ω/(kBT ) − 1
. (1)

Planck showed[2] that this was the expected result for a
photon gas in thermal equilibrium with its environment.
But how do the photons achieve thermal equilibrium,
when 1) photons do not self-interact, and 2) they only
interact with atoms which have discrete electron energy
levels?

Figure 1. Emission Spectra

For numerical calculations, we will use T = 5800 K for
a typical temperature of interest, as that is roughly the
effective temperature at the (optical) surface of the sun.
With the Boltzmann constant kB = 8.62×10−5 eV/K, we
then have 1/β = kBT = 0.5 eV to a good approximation.
The distribution (1) peaks at about ωmax = 2.8 kBT/~
(Wien’s displacement law[3]), where a photon’s energy

is Eγ = 1.4 eV, a wavelength of 885 nm (near-infrared).
The peak in wavelength-space is closer to 500 nm, (not
coincidentally) right in the middle of the visible light
spectrum. So for numerical calculations, we will take for
round numbers:

kBT ≈ 0.5 eV, Eγ ≈ 2 eV (2)

II. PHOTON SELF-INTERACTIONS

Consider a cool gas in a warm box. Gas molecules
in contact with the box gain energy from the walls;
then those hotter, faster molecules collide with other gas
molecules. These collisions (heat conduction) re-distribute
energy throughout the bulk, until thermal equilibrium is
reached.

Can photons in a box equilibrate the way gas molecules
do? To first approximation they cannot, because (at
tree level) photons do not self-interact. Equivalently:
photons carry no electrical charge; U(1)EM is an Abelian
gauge symmetry; there are no γ3 or γ4 terms in the
Lagrangian; electric and magnetic fields add linearly. Note
that no γ3 terms can arise from loop diagrams either, due
to Furry’s Theorem[4].

However, at 1-loop the Feynman diagram Fig. 2 (and
others related by exchange) results in a photon-photon
cross-section (for energies well below the electron mass
m)[5–7]:

dσ

dΩ
=

139α4

(180π)2
ω6

m8
(3 + cos2 θ)2 (3)

Figure 2. Photon-Photon Scattering at 1-Loop

The mean free path λ for a photon of energy Eγ in a
thermal bath at inverse temperature β is derived in [5]
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as:

λ ≈ 5.9× m8β6

α4E3
γ

(4)

One could have roughly estimated this result just from
the 4 electron propagators which give rise to 8 powers of
m/Eγ , and 4 vertices which give 4 powers of 1/α. Can
this photon-photon cross-section cause a photon bath to
equilibrate? Using Eγ ≈ 2 eV and 1/beta = kBT ≈ 0.5 eV
as suggested in eq. (2), we get λ ≈ 1051 m, which is 25
orders of magnitude larger than the universe.

So our original conclusion is correct: photons do not
thermalize in the bulk, because they are effectively non-
self-interacting.

Note this is distinct from the phenomenon of radiative
heating; different parts of the box can (and do) thermalize
by exchanging photons. In a closed box that has reached
thermal equilibrium, photons are absorbed and emitted
by the walls at the same rate. But the photon bath itself
can only have the thermal properties imparted to it by
the walls.

III. LINE BROADENING

A. Einstein’s A and B Coefficients

Let’s review Einstein’s argument about the rates of
absorption Ba, stimulated emission Be, and spontaneous
emission A[3]. In a 2-state system with energy separation
~ω = Eb − Ea, the Boltzmann ratio of their populations
is Nb/Na = e−~ω/(kBT ), and both populations are static

Ṅa = Ṅb = 0. Then

Ṅb = BaU(ω)Na −BeU(ω)Nb −ANb = 0 (5)

leads to the requirement Be = Ba (the “principle of
detailed balance”[8]), and

A

Be
=

~ω3

π2c3
(6)

which provides a great way to find A when the calcula-
tion of Be is easier (using harmonic perturbation theory).
The ratio of contributions of spontaneous to stimulated
emission is:

A

BeU(ω)
= e~ω/(kBT ) − 1 (7)

When we consider photons near the peak of a thermal
bath, with ~ω/(kBT ) ≈ 4 (2.8 – 5.0 depending on exactly
how you define the “peak”), spontaneous emission actu-
ally provides the majority of the photons, and the mean
population of a given mode 〈n〉 < 1. So around the peak
of the spectrum, the existence of the bath and the sur-
rounding cavity is secondary; an isolated hot object (e.g.
a glowing iron rod) emits approximately blackbody radia-
tion just from spontaneous emission. This is sometimes
called the “bad cavity limit”.

B. The Optical Bloch Equations

Einstein’s analysis treated the 2-state system classically
(though statistically), with populations Na and Nb. The
true quantum state of any single 2-state atom is Ψ =
CaΨa + CbΨb, and its statistical properties are described
by the density matrix

ρ = ΨΨ† =

(
|Ca|2 = Na/N CaC

∗
b

C∗aCb |Cb|2 = Nb/N

)
(8)

The optical Bloch equations[3] generalize eq. (5) above
for a density matrix with non-zero off-diagonal elements,
and are used to calculate line broadening. They are called
“optical Bloch equations” by analogy to Felix Bloch’s equa-
tions for a 2-state spin system in a magnetic field (see
the discussion of Nuclear Magnetic Resonance in 8.05x
chapter 10[9]). After applying the “rotating-wave approx-
imation” (ignoring high-frequency terms and keeping only
(ω0 − ω) terms), these are, analogous to Zwiebach’s 8.06x
eq. (5.3.57)[10][3]:

dρ22
dt

= −dρ11
dt

=
δH ′fi
i~

[
ei(ω0−ω)tρ12 − e−i(ω0−ω)tρ21

]

(9)

dρ12
dt

=
dρ∗21
dt

=
−δH ′fi
i~

ei(ω0−ω)t(ρ11 − ρ22) (10)

We will not show detailed derivations here, as the results
for various kinds of line broadening can be motivated by
simpler dimensional arguments, but the new physics (vs
Einstein’s approach) lies in the evolution of the atom’s
quantum phase, the off-diagonal term ρ12.

C. Radiative and Power Broadening

Lines are (unavoidably!) broadened by the finite life-
time of the initial state (radiative broadening, also
called lifetime broadening), and are also broadened when
the light source (or surrounding bath) is very intense
(power broadening). Both effects can be calculated[3]
using the optical Bloch equations, but turn out to be very
small and mostly irrelevant for visible-spectrum thermal
radiation.

D. Doppler Broadening

Can the smooth blackbody spectrum arise from sharp
lines that are blurred out due to Doppler broadening?
That is, the molecules of the box are themselves moving
with kinetic energy of order kBT , so the frequency of their
emitted light is Doppler shifted in the rest frame of the
box. A sharp line of angular frequency ω gets blurred
into a Gaussian of relative width[11]

σω
ω

=

√
kBT

Mc2
(11)
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where M is the mass of the atom or molecule. If we
again take kBT = 0.5 eV, and consider sodium atoms
with Mc2 = 21× 109 eV, we see the lines are broadened
by 5× 10−6, or about 0.003 nm, a fairly small effect, not
even enough to overlap the two sodium D-lines. So again,
under ordinary circumstances, Doppler broadening does
not do much to smooth the spectrum.

On the other hand, if free electrons with mec
2 = 5.11×

105 eV are the moving sources, the relative broadening is
about 1 part in 100.

E. Collision (Pressure) Broadening

When an atom or molecule collides with another, its
state is momentarily disrupted, and even when its en-
ergy levels are unchanged (elastic collision), their phase
changes. Effectively this interrupts an emission process
and broadens the line, causing a width σω = 1/τ0, where
τ0 is the mean time between collisions[3]. In a more rig-
orous derivation, the collision effect adds a new term to
the second equation in eq. (10).

We note that collision broadening produces a Lorentz
profile (not a Gaussian)[12]:

φ(ω) =
Γ

(ω − ω0)2 + Γ2
(12)

Γ = γ + 2νcol (13)

where νcol is the collision frequency, and γ is the natural
line width. This is notable mainly because a Lorentz dis-
tribution diminishes much more slowly than a Gaussian
far away from the peak, and so sometimes Doppler broad-
ening dominates close to the peak but collision broadening
dominates further away.

Though it is just a heuristic, we like this picture from
Rybicki & Lightman[12]: A sine wave, interrupted by

Figure 3. Light Output When the Phase is Frequently Inter-
rupted

random phase shifts, Fourier transforms into the Lorentz
distribution of eq. (12).

1
τ0

is (molecular velocity) / (mean free path), where
the numerator is calculated from thermodynamics v =√

3kBT/M , and the inverse of (mean free path) is just
cross-sectional area πd2 times number density n. Here

d is the effective size of the molecule. For an ideal gas,
n = P/(kBT ). Putting these together,

σω
ω

=
1

ωτ0
≈ πd2 λ

2π

P

kBT

√
3kBT

Mc2
. (14)

Again thinking of a sodium gas at 6000 K and 1 atmo-
sphere pressure (P = 105 Pa), we plug in d = 0.3 nm,
λ = 589 nm (the sodium D lines), kB = 1.38× 10−23J/K,
and 3kBT/(Mc2) = 3(0.5)/(21× 109). We find a collision
time τ0 of about 10−11 s, and a fractional line broadening
of 3 × 10−5. Note this is a bit larger than the Doppler
broadening we derived above, though still too small to
solve our puzzle yet. Loudon[3] says, “elastic . . . collisions
. . . [have] the dominant line-broadening effect for a wide
range of physical conditions.”

Now we have something to work with. The same sodium
gas at 104 atmospheres would have σω/ω ≈ 1, smear-
ing its lines out entirely. That’s an extreme pressure
for a gas, but remember it’s really the number density
n = P/(kBT ) ≈ 1028/m3 that matters, and the number
density of solid (metallic) sodium is several times that:

n =
106g

m3
· 6.02× 1023

23 g
≈ 3× 1028/m3. (15)

Our analysis is woefully inadequate to describe the
emergent properties of metals, crystals, and other solids,
but we have shown that the density of solids alone should
allow for the complete smearing (or redistribution) of
atomic spectral lines.

IV. SOURCES OF RADIATION

We have concluded that a “blackbody” (or similarly
a “gray body” which has emissivity less than one but
produces a similar spectrum) can be either a gas at very
high pressure (104 atm), or a liquid or solid. Armed with
that idea, let us now review some sources of visible-range
light.

Atomic transitions in a gas produce sharp emission
lines, such as the sodium D-lines at approximately 590 nm
(yellow), which arise from electrons dropping from 3p to
3s orbitals. Fine splitting of 3p into 3p3/2 and 3p1/2
explains why there are two lines about 0.6 nm apart. Low-
pressure sodium vapor streetlamps, with their distinctive
yellow glow, produce these lines by sending an electric arc
through sodium vapor. Doppler and collision broadening
effects are small. There are also “high-pressure sodium”
lamps which show some pressure-broadening, and also
introduce xenon and mercury to diversify the spectrum.

Mercury-vapor lamps work similarly, with sharp lines
at 579 nm (orange), 546 nm (green), 436 nm (blue), and
also ultraviolet lines 254 nm and 185 nm; see row (f) of
Fig. 1. The net effect is much more bluish than sodium
lamps, and you can always distinguish these two older
kinds of streetlamps.
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A fluorescent lamp is (usually) a low-pressure mer-
cury vapor lamp coated with phosphor, which absorbs
the UV and emits a broader spectrum of visible (mostly
reddish) light. This process of absorption at one fre-
quency and spontaneous emission at a lower frequency
is called fluorescence[3]. A spectrograph of a fluorescent
lamp shows a continuous spectrum superimposed on the
distinct lines, see Fig. 4.

Figure 4. Spectrograph of a Fluorescent Lamp

Vibrational modes of molecules also produce distinct
lines, but they usually lie in the infrared. For example, wa-
ter’s vibrational modes produce (or absorb) light around
3000 nm and 6000 nm. (Contrary to popular belief, this is
not what microwave ovens couple to.) Rotational modes
and intermolecular vibrations produce even longer wave-
lengths, in the far-infrared or microwave. While these
contribute to the overall spectrum, they are generally not
the source of visible-wavelength photons.

A candle flame seems to violate our conclusion, as
it is a hot gas at 1 atm that shows both sharp lines and
a smooth Planck-distributed background. The gases are
mainly CO2 and H2O, because wax consists of hydrocar-
bons. The blue base of the flame emits the characteristic
lines of CO2 and H2O. But the yellow top consists largely
of hot soot particles (solid carbon and unburnt hydrocar-
bons), and that produces the smooth background.

In a crystal, light can couple to phonons (lattice vi-
brations) and to excitons (electron-hole pairs). With
near-continuous energy levels, these can provide a broadly
distributed light spectrum, i.e. crystals can be blackbodies
(or gray bodies). A proper study is beyond the scope of
this paper, but these emergent phenomena provide a more
accurate picture than the extreme collision-broadening
analysis done above.

In a solid metal, electrons inhabit conduction bands
that traverse multiple atoms. Transitions between the
closely-spaced conduction bands can provide a source of
blackbody photons. These interactions can be modeled
as photon-plasmon interactions, again beyond the scope
of this paper but an important branch of quantum optics.
A hot metal, such as a glowing iron rod or a tungsten
filament, emits a continous Planck-like spectrum.

In a plasma, electrons are not bound to atoms, due
to either high temperature or an external electric voltage
(or both). The electrons inhabit a continuum of energy
levels, so the spectrum is broad. A glowing plasma can
produce a good blackbody spectrum. Most of the sun’s
interior is a hot plasma.

We end (as we began) with the sun. Very high-energy
light is produced by nuclear fusion at its core. It ther-
malizes with the hot plasma, which shields the Earth
from the most dangerous gamma radiation. The solar
photosphere is a layer several hundred kilometers thick
near the surface, consisting primarily of hydrogen gas
(and some helium) at about 5800 K and 0.1 atm, and the
surface of last scattering lies here. We have argued that
this low-pressure gas produces sharp spectral lines, and
indeed these are seen as absorption (dark) lines on top of
the broad spectrum that comes from further below. The
mechanism by which the broad spectrum reproduces a
Planck distribution (with T ≈ 5800 K) is still not clear to
us – is hotter light from below somehow “cooled down”
by absorption, or is there something in the photosphere
that plays the role of “soot” in a flame? Above the photo-
sphere, there is a thin but hot chromosphere (you can
see it during an eclipse), which has a red hue from the
656 nm n = 3→ n = 2 Balmer line of hydrogen.

V. DISCUSSION

From Reif[8] p.373: “Photons are continuously absorbed
and re-emitted by the walls; it is, of course, by virtue of
these mechanisms that the radiation inside the container
depends on the temperature of the walls. But, as usual, it
is not at all necessary to investigate the exact mechanisms
which bring about the thermal equilibrium, since the
general probability arguments of statistical mechanics
suffice to describe the equilibrium situation.”

We have shown, however, that photons cannot ther-
malize themselves in the bulk of a cavity, so for a photon
of angular frequency ω to exist in the container, it must
have been created by a particular process in the walls
with energy gap ~ω. Some materials have a continuum of
levels available, so when heated they produce a blackbody
spectrum; even when they are not perfect absorbers or
emitters, they are called gray bodies. Other materi-
als have only a few electron energy levels, and can only
produce sharp line spectra. It is impossible to contain a
photon bath in thermal equilibrium using a material that
does not absorb/emit the full spectrum.
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Solutions for a Dirac particle in low dimension spaces are developed, extending the material presented
in the MIT 8.06x course from the Schrodinger equation to the Dirac equation. The quantization of
the magnetic field is discussed and contrasted with the method presented in 8.06x. Paper written for
the course MIT 8.06x.

I. INTRODUCTION

Solving the Dirac equation for a particle residing on a
low dimension compact space provides the opportunity to
observe the interplay between the relativity and quantum
mechanics in an uncomplicated setting.

The approach provides a nonstandard [1] tutorial for
students becoming familiar with the Dirac equation. The
presentation is not burdensome in terms of rigor, and is
at the level required for learning the material the first
time.

II. DIRAC EQUATION

It is useful to see the Dirac equation in various forms.
Some of the often-seen forms of the Dirac equation, and
the reasonably self-explanatory transformations between
them are [2]

(γµpµ −m)ψ = 0

(γµgµνp
ν −m)ψ = 0

(γ0p0 − γ1p1 − γ2p2 − γ3p3 −m)ψ = 0

(i~[γ0∂0 + γ1∂1 + γ2∂2 + γ3∂3]−m)ψ = 0

(iγ0∂0 + iγ1∂1 + iγ2∂2 + iγ3∂3 −m)ψ = 0

(iγµ∂µ −m)ψ = 0,

In the above the Dirac matrices γµ, defined next, were
used, the substitutions

p0 = i~∂t = i~∂0, pi = −i~∂i, i = 1, 2, 3

were made, the metric

gµν =




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1




was used, and in the last two lines ~ was set to one. Note,
in spite of the suggestive contraction notation the gamma
matrices are fixed, do not form a four vector, and do not
change under lorentz transformations. Regardless, this
suggestive form is the usual one taken when demonstrating
that by properly transforming the wavefunction the Dirac
equation is ‘covariant’, or form invariant.

A. Pauli Matrices

The Pauli matrices σµ, µ = 0, 1, 2, 3 are

σ0 =

[
1 0
0 1

]
, σ1 =

[
0 1
1 0

]
, σ2 =

[
0 −i
i 0

]
, σ3 =

[
1 0
0 −1

]

B. Dirac Matrices

In what is termed ”the standard representation” [3] the
Dirac matrices γµ, µ = 0, 1, 2, 3 are given in terms of
Pauli matrices. First, define the α matrices of size 4× 4
through

α0 =

[
σ0 0
0 σ0

]
, αi =

[
0 σi
σi 0

]
, i = 1, 2, 3,

and define the β matrix of size 4× 4 as

β =

[
σ0 0
0 −σ0

]

With these the Dirac matrices are defined as

γµ = βαµ

giving

γ0 = β =

[
σ0 0
0 −σ0

]
, γi =

[
0 σi
−σi 0

]
, i = 1, 2, 3,

in the standard representation, or explicitly

γ0 =




1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1


 , γ1 =




0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0


 ,

γ2 =




0 0 0 −i
0 0 i 0
0 i 0 0
−i 0 0 0


 , γ3 =




0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0




III. SOLUTIONS TO THE DIRAC EQUATION

In the following sections several solutions to the Dirac
equation in low dimension compact spaces are derived.
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IV. PARTICLE ON A 1D TORUS - NO EM
FIELD

For this example the geometry of the underlying one-
dimensional space is the x-axis, where x ∼ x+ L is taken
to identify points to a segment of the axis of length L.
With the solution represented as

ψ =



u1

u2

u3

u4


 e−i(Et−px)/~

the Dirac equation becomes the four equations


E −m 0 0 −p

0 E −m −p 0
0 p −E −m 0
p 0 0 −E −m






u1

u2

u3

u4


 =




0
0
0
0




with the constraint pL/(2π~) = n ∈ Z arising from the
toroidal geometry. The form of the matrix implies there
are two decoupled subspaces. The equation that holds in
each of the subspaces (1, 4) and (2, 3) is

[
E −m −p
p −E −m

] [
ua
ub

]
=

[
0
0

]

which may be written as a 2 × 2 matrix equation, us-
ing Pauli matrices, in a form similar to the 4× 4 Dirac
equation, as

(i~βσ0∂0 + i~βσ1∂1 −m)ψ = 0

where here β = σ3, and

ψ =

[
ua
ub

]
e−i(Et−px)/~.

For nontrivial solutions to exist the determinant of the
matrix must be zero, a condition which leads to the
invariant mass-squared relationship E2 = p2 +m2. Due
to the single-valuedness constraint on the wave function,
the quantized energy is

E2 = n2

(
2π~
L

)2

+m2, n ∈ Z.

The matrix equation gives, in each subspace, two equa-
tions in two variables. Because the matrix is degenerate
the two equations must represent the same constraint.
The invariant mass relationship can be used to transform
the first-row constraint equation

ua =
p

E −mub,

to the second-row constraint equation and back, as seen
in

ua =
E +m

p
ub =

(E +m)(E −m)

p(E −m)
ub

=
p2

p(E −m)
ub =

p

(E −m)
ub,

where (a, b) is either (1, 4) or (2, 3). Notice that in the
nonrelativistic limit, when p << E ∼ m, we have ua >>
ub.

V. DIRAC PARTICLE ON A RING - NO FIELD

Here the particle is confined to a ring of radius ρ, pa-
rameterized by the angle φ. The gradient operator in
cylindrical coordinates restricted to variation only in an-

gle is (1/ρ)∂φ so that the operator γµ∂µ = γ0∂0 + ~γ · ~∇
becomes

γµ∂µ = γ0∂0 + ~γ · φ̂ ∂φ = γ0∂0 + γφρ−1∂φ

where

γφ = −sin(φ)γ1+cos(φ)γ2 = i




0 0 0 −e−iφ
0 0 eiφ 0
0 e−iφ 0 0
−eiφ 0 0 0




The striking property here is the angle dependence of the
matrix, so that the components of the wave function must
now have differing wavenumbers. Represent the solution
as

ψ =




u1 e
ip1ρφ/~

u2 e
−ip2ρφ/~

u3 e
ip3ρφ/~

u4 e
−ip4ρφ/~


 e
−iEt/~ = ψpe

−iEt/~,

where 2πρ is the circumference of the ring. Notice the
choice of minus signs is without loss of generality and
is made so that some formal similarities to the torroidal
solution are clear later. The Dirac equation for a particle
on a ring becomes the four equations




E −m 0 0 −e−iφp4

0 E −m −eiφp3 0
0 e−iφp2 −E −m 0

eiφp1 0 0 −E −m


ψp =




0
0
0
0




Imposing single-valuedness forces the ni ≡ piρ/~ to be
integers. Here too there are the two two-dimensional
subspaces, (1, 4) and (2, 3), each yielding an equation of
the form

[
E −m −e−iφpb
eiφpa −E −m

] [
ua
ub

]
=

[
0
0

]

where (a, b) are the indices in the corresponding subspace.
To go from one subspace to the other substitute φ→ −φ.
Again the determinant condition for nontrivial solutions
provides a relationship between energy, momentum, and
mass. However now the relationship is the more interest-
ing

E2 = papb +m2.
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Defining E2 − m2 = p2 gives the somewhat curious
p2 = papb, which we interpret later. Due to the single-
valuedness constraint, the quantized energy is

E2 = nanb
~2

ρ2
+m2, na, nb ∈ Z.

The first row constraint equation

(E −m)uae
ipaρφ/~ − ubpbe−i(pbρ/~+1)φ = 0

must have the same angle dependence in each term, which
imposes a relationship between the momenta, giving

na + nb + 1 = 0.

The two components slip in and out of phase during one
revolution around the the ring, illustrated here:

Dividing out the exponential factor yields

ua =
pb

E −mub,

which is the same relationship between the components
we found for the torus, but not for the same solution
because the phases of the components now differ. The
second-row of the matrix and the mass-energy identity
produce the result

ua =
E +m

pa
ub =

(E +m)(E −m)

pa(E −m)
ub

=
papb

pa(E −m)
ub =

pb
(E −m)

ub,

which is the same constraint as the first row equation. Be-
fore proceeding be sure to see how the above results hold
in both subspaces by repeating the steps after substituting
φ→ −φ.

VI. FLUX QUANTIZATION AND GAUGE
TRANSFORMATIONS

We prepare for deriving solutions for a Dirac particle
in a non-zero electromagnetic field by reviewing gauge
transformations. In the process we discuss the relationship
between the approach to flux quantization found in 8.06x
and the usual approach to flux quantization.

A. A Note on Gauge Transformations

Suppose we take ψ0 as the solution to the Dirac equation

in the special case when ~A = ~0. It would be useful if
there were a simple transformation of the solution in this

special case that creates the solution with ~A 6= ~0. Under
minimal coupling the change to nonzero field amounts
to changing the operator i∂ to i∂ + q

~cA in the Dirac
equation, so to the end of finding a solution to the second
case given a solution to first, consider the wavefunction

ψ = e
iq
~cΛψ0

and observe the effect of operating on it with the mini-
mally coupled momentum operator. We find

(i∂ +
q

~c
A)ψ = (i∂ +

q

~c
A)e

iq
~cΛψ0

= i∂(e
iq
~cΛψ0) +

q

~c
Ae

iq
~cΛψ0

= i(e
iq
~cΛ iq

~c
(∂Λ)ψ0 + e

iq
~cΛ(∂ψ0)) +

q

~c
Ae

iq
~cΛψ0

= − q

~c
e
iq
~cΛ(∂Λ)ψ0 + ie

iq
~cΛ(∂ψ0) +

q

~c
Ae

iq
~cΛψ0

With the alluring choice for Λ

∂Λ = A

the result simplifies further, to

(i∂ +
q

~c
A)ψ = e

iq
~cΛ(i∂ψ0),

demonstrating ψ is a solution when ~A 6= ~0.

A limited class of solutions can be found in this manner,
specifically those attained by adding∇Λ to the zero vector
potential. Vector potentials representing magnetic fields
do not qualify, since B = ∇ × A and A = ∇Λ implies
B = ∇×∇Λ = 0 (the curl of a gradient is always zero).

B. Gauging Away Part of the Vector Potential

Conversely, begin with nonzero field and solve for the wave
function. Adding the gradient of any function Λ(~x) to the
vector potential produces the same magnetic field. From
the previous subsection the solution is the old solution

multiplied by the phase factor e
iq
~cΛ. Can ~A be reduced

to one nonzero component?

Consider the vector potential

~A = (
−B0y

2
,
B0x

2
, 0) (1)

giving

~B = ∇×A = B0ẑ
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Notice magnetic flux has units of magnetic field times
units of area, and the units of the gauge function are the
units of flux. The gauge function.

Λ(x, y) =
B0xy

2

has gradient

∇Λ = (
B0y

2
,
B0x

2
, 0)

and produces the new vector potential

~A = (0, B0x, 0), (2)

having all but one of its components zero. Before moving
on verify the same magnetic field is produced.

In the context of a torus there is another interesting effect:
magnetic flux is quantized, addressed in the next section.

C. Flux Quantization - Lecture Method

Here the context is a 2d toroidal space (edge-joined rect-
angular patch) with a magnetic field. Solutions must be
periodic in both dimensions. For the moment assume we
are generating solutions using gauge transformations, as
described in the previous section. The gauge function we
chose earlier,

Λ(x, y) =
B0xy

2

does not produce gauge transformations periodic in both
coordinates. The class of gauge transformations is more
limited in a periodic space than in a Cartesian space.
What to do? Try again! As an example, choose the gauge
function

Λ(x, y) = BG(Lxy + xLy),

where the gauge magnetic field BG is a ‘gauge’ magnetic
field we hope to relate to the magnetic field on the torus.
Most importantly, the gauge transformed solution will be
torus-periodic in both coordinates when

q

~c
BGLxLy = 2πn, n ∈ Z.

or when

Φ = BGLxLy = n
2π~c
q

= nΦ0

where Φ is the magnetic flux through the surface and
Φ0 = 2π~c

q = hc
q is the flux quantum.

This is a promising result. At this point we have de-
termined that BG is quantized. However, please notice
two facts. First, so far there is no relationship between
BG and B0, and second to finagle this result the vector

potential is, quite simply, not single valued on the torus
because a uniform nonzero magnetic field was claimed to
exist. Specifically, to make sense of the vector potential
producing the same magnetic field at the left and right
boundaries of the rectangular patch we must have a foli-
ated space to support the vector potential. (Strictly, in
the 8.06x lecture notes the notion of ‘overlapping patches
of vector potential’ is introduced. It soon becomes clear
what is done here is without loss of generality). The folia-
tions wrap around the torus ad-infinitum. Physically this
is an untenable situation and we should worry something
is terribly incorrect. But, again for the moment, let’s
push on anyway.

To address the vector potential having multiple values
the 8.06x lecture imposed the condition

~A(x+ nxLx, y + nyLy) = ~A(x, y) +∇Λ, nx, ny ∈ Z

for some gauge function Λ, i.e. after gauge transformation
the vector potential takes on its value at an overlaying
point in the foliation. Using the vector potential of eq. 2
and an (nx, 0) shift of the rectangle yields

~A(x+ nxLx, y) = (0, B0(x+ nxLy), 0)

~A(x, y) +∇Λ = (0, B0x+BGLx, 0),

where to achieve a match we took the gauge function

Λ(x, y) = BGLxy.

As all components must be equal we determine

B0 = BG/n

for some n ∈ Z. The same result holds for a shift (0, ny).

Two conditions in the preceding derivation have no ratio-
nale, without which the argument given in lecture falls
apart. The first is a gauge transformation must shift the
vector potential directly through the foliation, whereas
all shifts appear physically reasonable. The second is the
choice of the specific integer n = 1.

Further, if the vector potential is taken as in eq. 1 then
B0 = 2BG/n holds. If the same n = 1 is used, a different
field quantum for the patch is found, an impossible result.
If the different n = 2 is used to achieve the same flux
quantum on the patch then a rationale must be given,
but none appears.

Because other shifts and other vector potentials lead to
other and different relationships between BG and B0 we
must conclude the condition that the vector potential
shifts directly through the foliation does not uniquely
quantize flux. We are forced to conclude the approach
taken in lecture does not work.

D. Flux Quantization, A Second Approach

Now take a different approach [4] [5] to the case considered
in the previous section. First, consider a region of surface
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having a nonzero magnetic field. The flux through the
surface is

Φ =

∫
~B · d ~A,

while the magnetic field may be written in terms of the
vector potential as

B = ∇× ~A

Using Stokes’ theorem we find

Φ =

∫
∇× ~A =

∫
~A · d~L,

giving the flux in terms of the boundary integral of the
vector potential. Now, consider a circular region of radius
a of nonzero constant magnetic field in the z direction
with vector potential given in the nonzero region by the
form we found before. We write this ‘inner’ (ρ < a) vector
potential in cylindrical coordinates as

~Ain = (
−B0y

2
,
B0x

2
, 0)

=
B0

2
ρ φ̂, ρ < a

On the other hand, outside the magnetic field region
(ρ > a), taking the outer vector potential to be a constant

magnitude vector along the φ̂ direction and using Stokes
theorem shows that

Φ =

∫
~B · d ~A =

∫
~A · d~L = Aφ2πρ,

which immediately yields the vector potential outside the
magnetic field region as

~Aout =
B0a

2

2ρ
φ̂, ρ > a.

Now recall, in section VI A we discovered that we were
unable to write the inner vector potential as the gradient
of a gauge function because that vector potential would
result in a zero magnetic field. However, for the outer
vector potential the story is different and we find

~Aout = ∇Λ.

where the gauge function is

Λ =
B0a

2

2
φ

Inverting gives us

∆Λ =

∫ ~x

~x0

~A · d~L

in which the path of integration remains within the field-
free region, where the vector potential is correctly given

in terms of the gradient of the gauge function. We already
discovered that when the solution ψ0 for the zero vector
potential case is available then

ψ(x) = exp

(
iq

~c
Λ

)
ψ0(x)

is the solution when the vector potential is both nonzero
and the gradient of a gauge function (which, again, hap-
pens in the zero magnetic field region only). Thus

ψ(~x) = exp

(
iq

~c

∫ ~x

~x0

~A · d~L
)
ψ0(~x)

is the solution in the zero magnetic field region, with the
additional constraint that the path of integration is fully
within the zero magnetic field region. The two forms
differ only by a phase (attributable to the starting point
of the integration).

With this we can now address flux quantization. Suppose
the path is taken to completely enclose a bounded region
containing a non-zero magnetic field. Single-valuedness
implies ψ(x0) = ψ0(x0), requiring the phase factor to be
one, and yields the quantization condition

q

~c

∮
~A · d~L =

q

~c
Φ = 2πn

with the quantized flux

Φ = 2π
~c
q
n =

hc

q
n = Φ0n

Notice, again, for this quantization condition to hold we
imposed having a single valued wave function and having
a path surrounding but fully outside the nonzero magnetic
field region.

In the 8.06x lecture the field was taken nonzero eveywhere,
uniform on and perpendicular to the toroidal patch, and
there was no zero magnetic field region. Thus, the deriva-
tion above can not be used to fix the lecture. We already
concluded the analysis in the lecture did not work. Now,
the above derivation of flux quantization also provides no
support for the lecture.

VII. CHARGED PARTICLE ON A 1D TORUS
WITH NONZERO VECTOR POTENTIAL

With the experience of the zero-field solutions behind us,
consider a one dimensional torus of length Lx on which
the particle of mass m and charge q moves. The magnetic
field is coupled to the momentum of the particle through

the minimal coupling ~p′ = ~p− q
c
~A. In the Dirac equation,

restrict the motion to the (x) direction, giving us

(
γ0p0 − γ1(p1 − q

c
A1)−m

)
ψ = 0

(
i~γ0∂0 + γ1(i~∂1 +

q

c
A1)−m

)
ψ = 0.
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Taking the trial solution

ψp =



ψ1

ψ2

ψ3

ψ4


 e−Et/~

again produces decoupled subspaces (1, 4) and (2, 3), and
in each subspace we find the constraint equations have
the form

[
E −m (i~∂ + q

cA)
−(i~∂ + q

cA) −(E +m)

] [
ψa
ψb

]
=

[
0
0

]
,

where the subscript has been dropped because there is one
space coordinate. Notice the component wavefunctions
and their derivatives are periodic in the length of the torus
Lx and consider the terms that arise when the first-row
contraint is taken:

(E −m)ψa + i~∂ψb +
q

c
Aψb = 0.

The fact the wavefunction is single valued means both
wavefunction components are periodic on the 1d torus.
This leads to a constraint on the vector potential. To see
this take

[
ψa
ψb

]
=

[
aeiαx

beiβx

]
,

and substitute in the first row constraint equation to find

A =
~c
q
β − (E −m)

a

b

c

q
ei(α−β)x.

Similarly, substituting in the second row constraint equa-
tion yields

A =
~c
q
α− (E +m)

b

a

c

q
e−i(α−β)x,

from which we observe, along with the constraint of single
valuedness, that the only solution is a constant and real
vector potential through

α = β =
2πn

Lx
, n ∈ Z,

b2

a2
=
E −m
E +m

.

Defining p2 = E2 −m2 as we have done before, explicitly
writing the vector potential, and solving for the quantized
energy gives

A =
hc

q

n

Lx
− pc

q
= Φ0

n

Lx
− pc

q
, n ∈ Z

E2 = (
h

Lx
n− q

c
A)2 +m2, n ∈ Z

Taking another approach, solving the second row con-
straint equation for ψb provides

ψb = − 1

E +m
(i~∂ +

q

c
A)ψa,

and substituting for ψb in the first constraint equation
yields the quadratic constraint equation

[
p2 − (i~∂ +

q

c
A)2

]
ψa = 0.

Going the other way yields the same equation for ψb:
both components satisfy the same quadratic constraint
equation. As expected, the solutions for the energy and
vector potential using the quadratic constraint equation
are the same as those already found. An intermediate
step yields

[
p2 −

(
(~γ − q

c
A)2 + i~

q

c
∂A
)]
ψ = 0

where we argue that if the vector potential is real then
it must be a constant, affirming our earlier result (be-
cause the value in square brackets is just a number and
the gradient of the vector potential appears in the only
imaginary term in that number).

We might, at severe risk to the physics (recall, here we are
considering a 1d torus, not a 1d ring, and a 1d torus can
not ‘enclose’ a magnetic field), also impose our previous
result, that the flux bounded by a wave function that is
well defined in a zero magnetic field region is quantized,
i.e.

Aφ =
hc

q

n′

Lx
, n′ ∈ Z

to find the energy is quantized in a way that perhaps sur-
prisingly makes the fact there is an external field irrelevant
to the spectrum

E2 =

(
h

Lx
(n− n′)

)2

+m2, n, n′ ∈ Z

Having now studied the Dirac particle in a 1d toroidal
space we will next address the Dirac particle in a 2d
toroidal space.

VIII. CHARGED PARTICLE ON A 2D TORUS
WITH NONZERO VECTOR POTENTIAL

With the experience of the 1d solutions behind us, consider
a two dimensional torus of width Lx and height Ly on
which the particle of mass m and charge q resides. The
magnetic field is coupled to the momentum of the particle

through the minimal coupling ~p′ = ~p− q
c
~A. In the Dirac

equation, restrict motion to the (x, y) plane, giving us

([
i~γ0∂0 + γ1(i~∂1 +

q

c
A1) + γ2(i~∂2 +

q

c
A2)

]
−m

)
ψ = 0,

Taking the form of the solution as

ψ =




u1 e
i(p1xx+p1yy)/~

u2 e
i(p2xx+p2yy)/~

u3 e
i(p3xx+p3yy)/~

u4 e
i(p4xx+p4yy)/~


 e
−iEt/~ = ψpe

−iEt/~,
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and substituting in the Dirac equation gives

[
E −m −(pb − q

cA)∗

pa − q
cA −(E +m)

] [
ua
ub

]
=

[
0
0

]

in the (a, b) = (1, 4) subspace, and a similar system in
the (2, 3) subspace, where ps = psx + ipsy, s = a, b, and
A = A1 + iA2. The toroidal constraint in 2d implies
pax = pbx = px = hnx/Lx, nx ∈ Z and pay = pby =
py = hny/Ly, ny ∈ Z, so that each term has the same
harmonic dependence in both x and y. Together these
imply pa = pb, which we take to be p = px + ipy.

As before, the determinant constraint for non-trivial solu-
tions produces the energy-mass-momentum relationship.
Here we find, after substituting and simplifying, the en-
ergy is quantized in terms of two integers as

E2 = (p− q

c
A)(p− q

c
A)∗ +m2

= (px −
q

c
Ax)2 + (py −

q

c
Ay)2 +m2

= (
h

Lx
nx −

q

c
Ax)2 + (

h

Ly
ny −

q

c
Ay)2 +m2

where nx, ny ∈ Z, and we took Ax = A1 and Ay = A2.

IX. SUMMARY

In this paper we derived these solutions for a Dirac particle
in low dimension compact spaces:

• Particle on a 1d torus - no field

• Particle on a ring - no field

• Charge on a 1d torus - nonzero magnetic field

• Charge on a 2d torus - nonzero magnetic field

and addressed the quantization of the magnetic field that
occurs when quantum states enclose a region of magnetic
field, comparing the method here to the method presented
in 8.06x. Two results are

• The quantization method in 8.06x does not work.

• Dirac particles on the 1d torus and ring differ, unlike
the Schrodinger equation case.
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Two sites coherence and visibility

Abanoub Mikhail
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Wave-particle duality and the superposition of quantum mechanical states furnish quantum me-
chanics with unique features which distinguishes it from classical mechanics and give it the appar-
ently counter-intuition interpretation. The two principles are responsible for the observation of the
interference effects of quantum particles such as electrons, atoms and molecules. Visibility is a mea-
sure of the wave nature and can be though of as a ”normalized” coherence quantifier. Reduction
in the visibility arises from dephasing (decoherence): a process in which the relative phases get par-
tially or totally destroyed leading to domination of the particle nature. We calculate the coherence
and visibility of an ensemble of a single electron and two electrons on two sites using the density
matrix formulation.

I. INTRODUCTION

The superposition principle is a fundamental concept
in physics. It applies to all kinds of waves: mechanical
and electromagnetic in classical mechanics as well as De
Broglie waves in quantum mechanics. The superposition
principle states that if a quantum system can be found
in a state ψ1(t)

1 and also in a state ψ2(t), then it can
be found in any linear combination of them 2 ψ(t) =
ψ1(t) + ψ2(t)

3.
In the position representation, When one evaluates

the probability density |ψ(t)|2, in adition to the sepa-
rate probabilities of the two waves |ψ1(t)|2 and |ψ2(t)|2,
there are cross terms ψ∗

1(t)ψ2(t) + ψ∗
2(t)ψ1(t) which is

called the interference terms as they are responsible for
the observation of the interference effects 4.

When light from the sun passes through a hole, we do
not see diffraction pattern and when it passes through
two slits, there is also no interference pattern. That is
because sun light is incoherent 5. Therefore, incoher-
ent sunlight behaves as particles. Once it has been made
coherent, diffraction and interference patterns reappear.
Thus, coherence is a manifestation of the wave nature.
The same is true for quantum particles. In a coherent
superposition, the interference effects can be observed
due to the existence of interference terms while the in-
terference terms vanish –or average out to zero– in in-
coherent superposition [2]. For example, consider the
state

ψ(t) = ψ1(t) + ψ2(t) (1)
the probability distribution is given by

|ψ|2 = |ψ1|2 + |ψ2|2 + ψ∗
1ψ + ψ∗

2ψ1

= |ψ1|2 + |ψ2|2 + 2|ψ1ψ2| cos (α12) (2)

1 Variables such as position and spin are included implicitly
2 we have absorbed all constants into ψ1(t) and ψ2(t)
3 The extension to more than two states is straightforward
4 In the interference experiments such as double slits experiment,

the interference pattern is defined as the response of the fixed
detectors as a function of phases [1]

5 its constituent photons do not maintain constant relative phase
and it has different frequencies as well.

where the last equality follows from writing ψ1 and
ψ2 in the phasor form as ψ1 = |ψ1| exp (iα1), ψ2 =
|ψ2| exp (iα2) and the relative phase is defined by α12 =
α1 − α2. A relative phase difference of π

2 completely
destroys the interference term. That is referred to as de-
structive interference 6. The superposition is called inco-
herent in this case. A maximally coherent superposition
occurs when α12 = 0.

Conventionally, visibility is a measure of the contrast
of the interference pattern. For interference experiments
with light such as the n-path experiments , the fringe
visibility is defined locally as

V =
Imax − Imin

Imax + Imin
(3)

Imax is the maximum intensity of light and Imin is the
minimum light intensity. Classically, Light intensity is
proportional to the square of the electric field amplitude.

If the experimentalist have complete knowledge about
the path that the quanton take, the interference pattern
gets destroyed. That implies that the quantum particles
behaved as classical particles in accordance with Bohr’s
principle of complementarity. For a two beam interfer-
ometer, a useful measure of the particle properties is the
predictability P which is defined as P = |ρ11−ρ22| where
ρii for i = 1, 2 are the diagonal elements of the density
matrix. A wave-particle duality relation was introduced
as [3]

P 2 + V 2 ≤ 1 (4)

The predictability was extended to n-path interferometer
in Ref. [3].

This paper is organized as following: a quantifier of
coherence is introduced in section II. Visibility, as a mea-
sure of the wave nature, is defined and linked to a coher-
ence quantifier. In section III, the reader is introduced
to the process of dephasing in which the relative phase
shift is randomized followed by partial or total destruc-
tion of the interference pattern, hence, a reduction of

6 A relative phase difference of π
2

implies orthogonality between
ψ1(t) and ψ2(t)
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the visibility and the transition of the system from the
quantum like to the classical like behavior. Readers who
find it helpful to study coherence and visibility in the
framework of double and multipath interferometers, may
find this preprint useful [4]. Starting from section IV, we
apply the concepts and techniques developed in previous
sections to Hubbard model of single and two electrons on
two sites.

II. THEORETICAL BASIS

A. The density matrix

Although the state vector contains the maximal infor-
mation about the system, in many situations, the system
is not isolated and full information about it is not known.
This loss of information is the reason behind the intro-
duction of the density matrix in place of the state vector.
Pure states refer to states in an ensemble that is prepared
in the same Eigenstate or in the same superposition of
Eigenstates. Mixed states refers to states in an ensemble
in different superposition of Eigenstates –in a statistical
mixture of pure states.Therefore, the quantum mechani-
cal ensemble is characterized by the statistical operator
(also called the density matrix operator) ρ defined by

ρ =
∑

k

Pm |ψm⟩ ⟨ψm| (5)

where Pm is the probability to find the system in the pure
state |ψi⟩. In terms of of a complete orthonormal basis
|i⟩, the pure state is |ψm⟩ =

∑
i c

m
i |i⟩ and the density

matrix becomes

ρ =
∑

i,j

(∑

m

Pmc
(m)
i (c

(m)
j )∗

)
|i⟩ ⟨j| (6)

It follows that the density matrix elements are given by

ρij =
∑

m

Pmc
(m)
i (c

(m)
j )∗ (7)

The diagonal elements give the probability of finding the
system in one of the basis states |i⟩, therefore, adding
up these probabilities must be one. Meanwhile, the off-
diagonal elements are a measure of the coherence between
different states of the system –see the next section.Tr(ρ2)
can be used to test whether a given density matrix de-
scribes a pure or a mixed state as it is equal to one for
pure states and less than one for mixed states. For more
details on the density matrix and its applications, the
reader is directed to the book by Karl Blum [5].

B. Quantifying quantum coherence

A rigorous and reliable quantifier of coherence was pro-
posed in Ref. [6] by Baumgratz et al. In this approach,

for a fixed basis |i⟩i=1,...,n of n-dimensional Hilbert space
H, all density matrices which are diagonal in this basis are
called incoherent. This set of quantum states is labeled
by I ⊂ H. Therefore, all density operators ρI ∈ I take the
form ρI =

∑n
i=1 ρ

I
i |i⟩ ⟨i| . A maximally coherent state

is given by |ψn⟩ = 1√
n

∑n
i=1 |i⟩ and the coherence of this

state is used as a unit of coherence.
Any coherence measure C should satisfies the following

properties [6]: (1) it must vanishes on the set of incoher-
ent states C(ρI) = 0 (2) Monotonicity under under in-
coherent completely positive and trace preserving maps
(3) Nonincreasing under mixing of quantum states (con-
vexity). The l1 norm of the density matrix satisfies the
previous conditions and is chosen as a suitable measure
of coherence. Hence the coherence becomes

C(ρ) =
∑

i̸=j

|ρij | (8)

C. Dephasing (Decoherence)

As pointed out in [7], the complementary principle pre-
vents a perfect knowledge of conjugate pairs of physical
quantities simultaneously. Wave particle duality is one
of such pairs. The partial or total destruction of the in-
terference terms yield a reduction in the visibility. This
process of loss of the coherence is called decoherence or
dephasing – the existence of coherence lies in the observa-
tion of interference effects [8]. In the double slit interfer-
ence experiment, any attempt of the experimentalist to
measure any property of the interfering quantons leads
to weakening followed by partial or total destruction of
the interference pattern. That is the interference pattern
is visible –hence the wave-like nature dominates– when
we do not know exactly the path that the quantons take
and when there is no leakage of information about the
them to the environment, an observer or any measuring
instrument.

The study of dephasing can be proceed by realizing
the changes that the system leaves on the environment or
by considering the randomization of the system relative
phase [9] due to the existence of the environment. In the
latter description, the path that a particle takes becomes
uncertain. A paper by Yakir Aharonov and his colleagues
illustrates this point and they proved the equivalence of
both approaches [9]. Their argument starts as follow:
assume a left wave packet |r(x, t)⟩ and a right wave packet
|r(x, t)⟩ crossing a ring in two opposite directions. Their
interference is examined after they travel one-half of the
ring in two opposite direction. The right wave packet can
interact with the environment while the left wave packet
cannot. The interaction Hamiltonian is assumed to have
the following form

Hint = V (x, η) (9)

where x is the particle space coordinate and η is the
environment coordinates. The initial wave function is
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[|l(x)⟩ + |r(x)⟩]⊗|χ(η)⟩. After time t = τ , the wave func-
tion becomes

|ψ(τ)⟩ = |l(τ)⟩ ⊗ |χ(η)⟩

+ |r(τ)⟩ ⊗ exp

(−i
ℏ

∫ τ

0

V (xr(t), η) dt

)
|χ(η)⟩

(10)

The interference term is given by
2Re[l∗(x, τ)r(x, τ)
×⟨χ(η)| exp

(−i
ℏ
∫ τ

0
V (xr(t), η) dt

)
|χ(η)⟩]

Thus the effect of the environment on the particle
is encoded in the factor D(ϕ, η) = ⟨χ(η)| eiϕ(η) |χ(η)⟩
where ϕ(η) ≡ exp

(−i
ℏ
∫ τ

0
V (xr(t), η) dt

)
is the phase

shift. The first interpretation of the authors is based
on the previous equation: quantum interference is lost
when the two interfering waves shift the environment
into two orthogonal states.

In the second interpretation,

D(ϕ, η) =

∫
|χ(η)|2 exp (ϕ(η)) dη

=

∫
dϕ|χ(η)|2 exp (ϕ(η))

dη

dϕ

=

∫
P (ϕ) exp (ϕ(η)) dϕ (11)

where P (ϕ) ≡ |χ(η)|2 dη
dϕ is the distribution function.

Since Equation is nothing but the stochastic average of
the relative phase shift i.e, ⟨eiϕ⟩ϕ =

∫
P (ϕ) exp (ϕ(η)) dϕ.

In this approach, ϕ is not well-defined. Rather it be-
comes a statistical variable described by the distribution
function P (ϕ) [9]. If the factor ⟨eiϕ⟩ϕ vanishes when av-
eraged over all the environment degrees of freedom, the
interference terms become zero and the system behaves
classically.

There are also other dephasing-inducing processes such
as scattering and excitation. Dephasing can be thought
of a result of: a. Stochastic classical process b. Interac-
tion of the system with a bath in a random initial state
c. Quantum randomness, see Ref. [1] for further detail.

D. Defining and linking visibility to coherence

Apparently the factor ⟨eiϕ⟩ϕ describes the modifica-
tions to the interference term due to the existence of the
environment. Hence, the absolute value of this factor can
be used more or less as a measure of the visibility [1]. If
one insists on using the extrema of the interference terms,
then, we should replace the concept of light intensity by
the squared modulus of the probability amplitude and
rewrite the visibility as

V =
|ψC |2 − |ψI |2

|ψC |2 + |ψI |2 (12)

If ψC is maximally coherent states, constructive inter-
ference is possible –the two states are in phase. Mean-
while, an incoherent state ψI exhibits no interference
|ψI |2 = |ψ1|2 + |ψ2|2 because the two states are π

2 out
of phase –pure particle behavior. It follows that the visi-
bility is given by

V(t) =
|ψ1(t)ψ2(t)|

|ψ1(t)|2 + |ψ2(t)|2 + |ψ1(t)ψ2(t)|
(13)

Even if the basis states are orthonormal, one may think
of other situations where interference is natural to the
problem. For example, Suppose a two state system in
the initial state

|ψi(t)⟩ = a1(t) |1⟩ + a2(t) |2⟩ (14)

and the final state of the system is

|ψf (t)⟩ = b1(t) |1⟩ + b2(2) |2⟩ (15)

The transition amplitude from the initial to the final is
given by

| ⟨ψf (t)|ψi(t)⟩ |2 = |a1|2|b1|2 + |a2|2|b2|2

+ 2Re(a∗
1a2b1b

∗
2) (16)

In the phasor form ai(t) = |ai(t)|eαi(t) and bi(t) =
|bi(t)|eβi(t) for i = 1, 2 where the relative phase is de-
fined by α12 = α1(t) −α2(t) and β12 = β1(t) − β2(t), the
interference term is

2Re(a∗
1a2b1b

∗
2) = 2|a1b1a2b2| cos (α12 − β12) (17)

it is reduced by a factor of cos (α12 − β12). Again, the
interference term completely vanishes when α12 − β12 =
π
2 . It follows from equation (12) that the visibility for
this system is

V (t) =
|a1b1a2b2|

|a1|2|b1|2 + |a2|2|b2|2 + |a1b1a2b2|
(18)

Finally we extent the definition of visibility to the case
of mixed states. In a paper by Stephan D’́urr, the author
proposed criteria for the visibility to be a good measure
of the wave properties [3]:
(1) It should be possible to give a definition of V that is
based only on the interference pattern without explicitly
referring to the matrix elements of ρ
(2) V should vary continuously as a function of the ma-
trix elements of ρ.
(3) If the system shows no interference V should reach its
global minimum
(4) If ρ represent a pure state and all the states are equally
populated, V should reach its global maximum.
(5) V considered as a function in the parameter space
(ρ11, ρ12, ..., ρnn) should have only global extrema, no lo-
cal ones.
(6) V should be independent of our choice of the coordi-
nate system.
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Notice that conditions (3) and (4) are analogous to
the conditions imposed on the coherence quantifier. A
straight forward extension of Equation (12) to mixed
states yields

V (ρ) =
|ρC | − |ρI |
|ρC | + ρI | (19)

=
0.5
∑

i=j |ρij(t)|∑
i=1 ρii(t) + 0.5

∑
ij |ρij(t)|

(20)

where ρC is a coherent state. When the density matrix
ρC = ρI , V (ρ) is zero and it approaches unity as the
sum of the off-diagonal elements gets very large. All the
conditions satisfied by the coherence quantifier are also
satisfied V (ρ). In this sense, Equation (19) is nothing
but a normalized coherence measure.

III. APPLICATIONS

A. The visibility of two and four path
interferometers

Now the visibility is defined a measure of the wave
properties where its zero was assigned to a point of pure
particle behavior. The visibility was scaled in Ref. [10]
as

VC(ρ) =
1

n− 1

∑

i̸=j

ρij (21)

where n is the dimensionality of the Hilbert space. In
the extreme limits, VC is 0 for incoherent states and 1
for maximally coherent states. Meanwhile, V and VC do
agree for incoherent states and V approaches VC in the
limit of very large C(ρ), the do not have to coincides in
between. V can be used to compare the wave proper-
ties domination in different experiments. For example,
we are expecting that the wave properties will become
more and more dominant as the number of slits increase
i.e, the the interference fringes become more bright and
sharp. That is because as the number of slits increases,
the interference terms becomes very large and so does
the coherence; hence, V approaches unity.

To illustrates this point, let us assume two path inter-
ferometer and four path interferometer where the quan-
tons are prepared in maximally coherent states in both
experiments. If there is no path-detection or decoherence
involved, the density matrices can be written respectively
as

ρ =
1

2

[
1 1
1 1

]
(22)

ρ =
1

4




1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1


 (23)

while VC is 1 for both experiments, V is 1
3 and 3

4 , respec-
tively i.e, increases with coherence.

B. Hubbard Model

We have used the interference experiments to illustrate
most of the concepts, but the formulas we have derived
does not assume a particular system.

1. The Hamiltonian

Despite its simplicity, Hubbard Model [11] captures
the essential physics of electrons in atoms, molecules and
solids [12]. The model has been applied to the theory
of magnetism , Mott metal-insulator transition [13–15]
and high temperature superconductors. In solids, elec-
trons interact with each other via screened Coulomb po-
tential. When the site (the atom) is vacant or has a
single electron, the electron-electron interaction energy
is zero. When it is paired with opposite spin electrons,
the interaction energy is assigned the parameter U [16].
That is electrons are correlated with each other in the
same site but weakly correlated in different sites [11]. By
hopping between site i and site j, electrons save kinetic
energy Tij [16]. Taking the interaction of electrons with
nuclei into account, the Hamiltonian under the previous
assumptions is

Ĥ = −
∑

i ̸=jσ

Tijc
†
iσcjσ +

∑

iσ

ϵiniσ + U
∑

i

ni↑ni↓ (24)

where c†iσ creates an electron at position i with spin σ
(either ↑ or ↓) and cjσ destroys a σ-spinned electron at
position j. The sums over i and j are understood to be
over different sites (i ̸= j) and no spin flopping processes
are allowed. ϵi is the one-electron energy in site i. The
operators ni↑ and ni↓ count the number of up-electrons
and the number of down-electrons, respectively. Note
that the hats have been dropped from all operators for
clarity. The model in this form successfully accounts for
localization of electrons in molecules and their delocaliza-
tion in metals [17]. The extent of delocalization, wave
property, is quantified by the visibility.

2. One electron on two sites

Assume an electron on two sites. Let |1⟩ and |2⟩ repre-
sent spatially-localized electron states at sites 1 and 2, re-
spectively. If the electron adapts pure particle behavior,
its state is either |1⟩ or |2⟩. However, quantum mechan-
ics allows the electron to be in any linear superposition
of |1⟩ and |2⟩. Since the two sites are indistinguishable,
the wave-like behavior, hence interference, is possible [7].
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The general state of an electron on two sites can be
written in the following form

|ψ(t)⟩ = ϕ1(t) |↑; 0⟩ + ϕ2(t) |0; ↑⟩
= ϕ1(t) |1⟩ + ϕ2(t) |2⟩ (25)

where the states: |1⟩ = |↑; 0⟩ and |2⟩ = |0; ↑⟩.
The general solution is a linear superposition of the

Eigenvectors v1 and v2 that have Eigenvalues E1 = ϵ−T
and E2 = ϵ+ T , respectively.

|ψ(t)⟩ = c1 exp(−iE1t/ℏ)v1 + c2 exp(−iE1t/ℏ)v2 (26)

In case of an ensemble of such systems. The density
matrix fully describes the system and all the observables
can be calculated from it.

ρ(t) = ρ11(t) |1⟩ ⟨1| + ρ22(t) |2⟩ ⟨2|
+ ρ12(t) |1⟩ ⟨2| + ρ21(t) |2⟩ ⟨1| (27)

where ρij for i = 1, 2 and j = 1, 2 are the matrix elements.
Its equation of motion is

dρ(t)

dt
=

−i
ℏ

(Ĥρ̂− ρ̂Ĥ) (28)

It follows that

ρ11(t) =
1

2
[ρ11(0) + ρ22(0)

+ (ρ11(0) − ρ22(0)) cos (ω12t/ℏ) (29)
− i(ρ12(0) − ρ21(0)) sin (ω12t/ℏ)]

ρ12(t) =
1

2
[ρ12(0) + ρ21(0)

+ (ρ12(0) − ρ21(0)) cos (ω12t/ℏ)] (30)
i(ρ11(0) − ρ22(0)) sin (ω12t/ℏ)]

ρ21(t) = ρ†
12(t) (31)

ρ22(t) =
1

2
[ρ11(0) + ρ22(0)

+ (ρ22(0) − ρ11(0)) cos (ω12t/ℏ) (32)
+ i(ρ12(0) − ρ21(0)) sin (ω12t/ℏ)]

where ω12 = (E2−E1)/ℏ = (2T )/ℏ. The visibility and co-
herence can be calculated by substitution of the previous
equation in equation (3.17) and equation (3.4), respec-
tively. We may define the site predictability, a measure of
the particle nature, analogously to the path predictability
as P = |ρ11−ρ22| = |(ρ12(0)−ρ21(0)) sin (ω12t) |. That is
the site predictability is zero when the system is initially
in a maximally coherent states i.e, ρ12(0) = ρ21(0).

Figure (1) illustrates the variation of the site pre-
dictability and visibility as a function of ω12t. V and
P are complementary in nature. If one peaks, the second
is zero.

Figure 1. Visibility (solid) and site predictability (dashed)
calculated using equation (19) for a single electron on two
sites. Figure generated using c1 =

√
60
100

i and c2 = −
√

40
100

3. Two electron on two sites

The general quantum state for two electrons on two
sites can be written in the following form

|ψ(t)⟩ = ϕ1(t) |↑↓; 0⟩ + ϕ2(t) |↑; ↓⟩
+ ϕ3(t) |↓; ↑⟩ + ϕ4(t) |0; ↑↓⟩ (33)

where |↑↓; 0⟩, |↑; ↓⟩, |↓; ↑⟩ and |0; ↑↓⟩ are the basis states
and ϕ1(t) to ϕ4(t) are time dependent coefficients in the
Schroedinger’s picture. The general solution is

|ψ(t)⟩ = c1 exp(−iE1t/ℏ)v1 + c2 exp(−iE2t/ℏ)v2

+ c3 exp(−iE3t/ℏ)v3 + c4 exp(−iE4t/ℏ)v4 (34)

where E1 to E4 and v1 to v4 are the energy Eigenstates
and Eigenvectors, respectively. The density matrix for
this system is 4×4. Now we solve the equation of motion
under the following approximations
case I: T=0, the off-diagonal elements evolves as

ρ12(t) = ρ12(0) exp (−iUt/ℏ) (35)
ρ13(t) = ρ13(0) exp (−iUt/ℏ) (36)
ρ14(t) = ρ14(0) exp (iUt/ℏ) (37)
ρ23(t) = ρ23(0) (38)
ρ24(t) = ρ24(0) exp (iUt/ℏ) (39)
ρ34(t) = ρ12(0) exp (iUt/ℏ) (40)

In this approximation, the visibility is a constant function
since the absolute values of the density matrix elements
do not evolve with time.
Case II: U=0, the off-diagonal elements evolves as

ρ12(t) =
1

16
[2A12 + 2B12e

−iω12t + 2C12e
iω12t

+D12e
−2iω12t + 2E12e

2iω12t] (41)

ρ13(t) =
1

16
[2A13 + 2B12e

iω12t + C13e
−2iω12t

+ 2D13e
3iω12t + E13e

4iω12t] (42)
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ρ14(t) =
1

16
[2A14 + 2B14e

−iω12t + 2C14e
iω12t

+D14e
−2iω12t + E14e

2iω12t] (43)

ρ23(t) =
1

8
[A23 +B23e

−iω12t + C23e
iω12t

+D23e
2iω12t] (44)

ρ24(t) =
1

16
[A24 +B24e

−iω12t + C24e
iω12t

+D24e
2iω12t + E24e

3iω12t + F24e
4iω12t] (45)

ρ34(t) =
1

16
[2A34 + 2B34e

−iω12t + 2C34e
iω12t

+D34e
−2iω12t + E34e

2iω12t] (46)

where the time independent constants
Akl, Bkl, Ckl, Dkl, Ekl and Fkl for k ̸= l can be de-
termined from the the initial conditions.

Figure 2. The vertical axis represents V (solid) and VC

(dashed) and the horizontal axis is ω12t for an ensemble of
two electrons on two sites.The Figure was generated using
c1 = 1

4
+ 1

4
i, c2 = 1

4
+

√
3

4
i, c3 = − 1

4
and c4 = 2

2
−

√
5

4
i

Figure (2) shows that VC and V follow the same pat-
tern, but they are shifted with respect to one another.

Both of them are independent of the single particle en-
ergy ϵi

IV. DISCUSSION

We introduced visibility as a measure of the wave
nature. In doing so, the visibility was defined in terms
of the extrema of the density matrix in the general
case. The minimum density matrix is for incoherent
states and the maximum is for maximally coherent
states. This definition is an extension of equation (12).
This equation was motivated by setting the minimum
probability |ψ|2min to |ψ1|2 + |ψ2|2 which is corresponding
to a relative phase difference of π

2 . However, one could
argue that a phase difference of π would yield a smaller
probability |ψ1|2 + |ψ2|2 − 2|ψ1ψ2|, but if no interference
of quantum particles is observed, the square modulus
of the resulting wave amplitude is the sum of the
square modulus of the constituting components which
justifies our choice [2] . Nonetheless, this choice has set
limitation to the maximum visibility for a single particle
interference namely one-half, see figure 1. Despite of
that it indeed confines the values of visibility in the
range [0, 1] for multiparticle interference which the
alternative choice fails to satisfies, see figure 2.

The relation between visibility and a coherence quanti-
fier was presented. We discussed the difference between
VC which is scaled with n−1 and V which is scaled with
the sum of ρC and ρI . The latter can be used to com-
pare the degree of coherence for different systems. Site
predictability, for two dimensional space, was defined ex-
actly as the path predictability. For higher dimension,
n-path predictability needs to be tested for its applicabil-
ity to different systems.
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The basic formalism of the grand-canonical ensemble was reviewed so that the statistical description
of an ideal gas made of photons could be deduced. The obtained results were compared with the
empirical Stefan-Boltzmann law and used to deduce Planck’s radiation law. This radiation law was
also obtained from a historical point of view by making a review of the approach originally used by
Planck in 1900, the one that led him to his proposal of the energy quanta.

I. INTRODUCTION

A blackbody is defined as a body which absorbs within
itself the whole of the incident radiation [1]. Therefore,
a blackbody is an ideal absorber of incident radiation.
The spectrum of the radiation emitted by a blackbody is
described by Planck’s law [2, 3]:

u(ν, T ) =
8πh

c3
ν3

exp(hν/kBT )− 1
. (1)

This radiation law is one of the most known results in the
history of physics due to its deduction required heuristic
hypothesis that eventually led to the development of
quantum mechanics.

Nowadays Planck’s radiation law is usually obtained
by applying the general results of quantum statistical
mechanics. For this purpose, the blackbody’s radiation is
viewed as a gas of photons in thermodynamic equilibrium
with a cavity [4, 5]. On the other hand, Planck’s original
approach to obtain equation (1) is rarely discussed in
textbooks despite its historical importance. The reason
for this is that it was originally based on purely thermo-
dynamic and electromagnetic arguments, and a mathe-
matical interpolation that Planck himself called “a lucky
guess” [1, 2]. While, its first theory consisted in a statis-
tical procedure based in ad hoc arguments [3, 6]. In this
paper, both approaches will be reviewed and compared
in order to notice their physical equivalence.

II. GENERAL FORMALISM OF THE
GRAND-CANONICAL ENSEMBLE

The main purpose of statistical mechanics is to connect
the laws of mechanics, either classical or quantum, with
the thermodynamic behavior of a macroscopic system by
adding some uncertainty about the state in which it is. In
order to do that, statistical mechanics defines the concept
of statistical ensemble as the probability distribution of
all the accessible states of the system in its phase-space
[5]. There are many types of ensembles depending on the
type of system wanted to be described.

The grand-canonical ensemble is the ensemble used to
study open systems [4]. An open system is a kind of
system in which heat and particles can be exchanged with

the surroundings. These systems can be thought as to
be in thermal and chemical equilibrium with a reservoir
with given temperature and chemical potential, so that
the systems no longer have neither a defined temperature
nor a fixed number of particles, since energy and particles
are continually exchanged with the reservoir [4]. In that
sense, the grand-canonical ensemble is the one that is
characterized by having states of varying energy and
varying number of particles.

For a quantum system the statistical ensemble is defined
by its density operator, which is also known as density
matrix. This can be easily understood if one thinks
that the phase-space distribution is a classical observable
[4]. For an open system fixed at a chemical potential µ
and absolute temperature T , the grand-canonical density
operator ρ̂ is given by

ρ̂ =
exp {−β(Ĥ − µN̂)}

Tr (exp {−β(Ĥ − µN̂)})
, (2)

where Ĥ is the Hamiltonian of the system, N̂ is the par-
ticle number operator, and the quantity β is defined as
(kBT )−1, being kB the Boltzmann’s constant [4]. The de-
nominator in equation (2), known as the grand-canonical
partition function Z(T, V, µ), is needed to assure the nor-
malization of the density operator, 〈ρ̂〉 = 1. From Boltz-
mann’s equation it follows that entropy S is proportional
to the ensemble average of the logarithm of the phase-
space density,

S = −kB〈ln ρ̂〉, (3)

in which the ensemble average of an operator Â is defined
as 〈Â〉 = Tr (ρ̂Â) [4]. This implies that the entropy of
the system is equal to

S = kBβ〈Ĥ〉 − kBβµ〈N̂〉+ kB lnZ, (4)

where it has been used that the density operator is an
idempotent operator and that it is normalized [4]. If one

identifies the mean energy 〈Ĥ〉 with the thermodynamic
energy U , and correspondingly, the mean number of par-
ticles 〈N̂〉 with the thermodynamic particle number N ,
then the equation (4) becomes in

TS = U − µN + kBT lnZ, (5)
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from which immediately follows that

Φ ≡ U − TS − µN = −pV = −kBT lnZ, (6)

where Euler’s relation has been used. The function
Φ(T, V, µ) is a thermodynamic potential, since all the
thermodynamic quantities can be obtained from it, known
as grand-canonical potential [4]. From equation (6) the
following relations can be obtained:

S = −∂Φ

∂T
; p = − ∂Φ

∂V
; N = −∂Φ

∂µ
. (7)

These relations show that the grand-canonical potential
has been coded, through the grand-canonical partition
function, with all the information about the thermody-
namic properties of the system.

III. IDEAL QUANTUM SYSTEMS

A system composed of N identical noninteracting quan-
tum particles is described by a Hamiltonian operator of
the form

Ĥ(r1, ..., rN ,p1, ...,pN ) =
N∑

i=1

ĥ(ri,pi), (8)

where the Hamiltonian operator ĥ(ri,pi) for one particle
satisfies the following eigenvalue problem:

ĥ|k〉 = εk|k〉, (9)

being |k〉 and εk the k-th one-particle state and energy
[4, 5]. The state vector of the whole system can be
constructed from the one-particle states |k〉, which are
supposed to be normalized, by its direct product,

|Ψ〉 = |k1, ..., kN 〉 =
N∏

i=1

|ki〉. (10)

Equation (10) means that the first particle is in the quan-
tum state k1, the second particle is in the state k2, etc.
In the same way, the system’s Hilbert space is the direct
sum of the one-particle spaces [4]. On the other hand,
the energy associated with this wave function is

E =
N∑

i=1

εi. (11)

The Hamiltonian expressed in equation (8) commutes
with the permutation operator, and thus eigenvectors
with a well defined symmetry under an exchange of two
arbitrary particle numbers can be constructed [4]. This
is important because it is empirically known that the
symmetry of the state vector is determined by the type
of particle that it describes, meaning that in nature there
are only two types of particles: fermions for symmetric
vectors and bosons for antisymmetric vectors. [4, 5].

A state vector with a fully defined symmetry is com-
pletely characterized if the occupied one-particle states
are known [4]. If the one-particle state |k〉 is enumerated
by the index k, it is sufficient to know the occupation
numbers {n1, n2, ...} of each one-particle state to deter-
mine the N -particle state. For bosons, such as photons,
each occupation number can assume all the integer values
between 0 and N , as long as they fullfill that

∞∑

k=1

nk = N. (12)

In the same way, the energy eigenvalue of the whole system
can be rewritten in terms of occupation numbers as

E =
∞∑

k=1

nkεk. (13)

The difference between equations (11) and (13) lies in
that the second equation’s index runs over one-particle
states, rather than over single particles. Analogously, the
states |k1, ..., kN 〉 can be characterized by the occupation
numbers as |n1, n2, ...〉.

In this new language, the grand-canonical partition
function for a bosonic system is given by

Z =
∑

{nk}
exp

(
−β

∞∑

k=1

nk(εk − µ)

)
, (14)

where {nk} denotes the given set of occupation num-
bers [4]. From that, we immediately obtain that the
grand-canonical partition function for a system made of
noninteracting bosons is equal to

Z =
∞∑

n1,n2,...=0

(e−β(ε1−µ))n1(e−β(ε2−µ))n2 · · ·

=

∞∏

k=1

∞∑

nk=0

(exp{−β(εk − µ)})nk

=

∞∏

k=1

1

1− z exp(−βεk)
,

(15)

being the quantity z, defined as exp(βµ), the fugacity of
the system.

From equations (6) and (15); and the third relation
expressed in equation (7), the average particle number
can be obtained, being it equal to

N =
∞∑

k=1

1

z−1 exp(βεk)− 1
. (16)

Following equations (12), (13) and (16), we immediately
get to the system’s mean energy,

U =
∞∑

k=1

εk
z−1 exp(βεk)− 1

. (17)
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IV. PHOTON GAS AND PLANCK’S
RADIATION LAW

The photon is the elementary bosonic particle that
carries the electromagnetic interaction. This elementary
particle is characterized by having an invariant mass equal
to zero and by always moving at the speed of light in
vacuum, this is, for being an ultra-relativistic particle
[4]. Those properties imply that all photon’s one-particle
energy comes from its momentum:

εk = c|p| = ~c|k|. (18)

In a photon gas fixed at thermal energies the photon-
photon interaction is small enough to be negligible [4],
which means that this kind of system under those cir-
cumstances can be considered as an ideal noninteracting
system. Additionally, we usually think that the gas of
photons is at equilibrium with a cavity, whose walls are
considered to be a huge collection of harmonic oscillators.
This implies that the wall’s oscillators absorb and emit
photons continuously, meaning that the number of pho-
tons in the gas fluctuates. All this arguments allow us to
use the results of the previous section to describe a gas
of photons inside a cavity.

From quantum mechanics, it is well known that having
a free particle inside a box of volume V = L3, with
periodic boundary conditions, implies that its wave vector
is quantized in the following way:

k =
2π

L
(nx, ny, nz), (19)

where nx, ny and nz are integer numbers. From equation
(19) we immediately obtain that the minimum distance
between two successive states in the k-space is equal to
∆ki = (2π/L)∆ni, being i = x, y, z. Nevertheless, by
taking the limit where the volume of the box is infinite,
we note that the states come closer together due to its
separation is inversely proportional to L. This means
that, in this limit an infinitesimal cell of volume (2π/L)3

corresponds to a single state of the system. The distribu-
tion of states is illustrated in figure 1.

Figure 1. Distribution of states in k-space.

For this reason, if V →∞, the total number of states can
be approximated as the integral over the k-space divided
by the one-state volume. A numerical factor gs must be
included in this definition due to the degeneracy of spin,
which in the case of photons is equal to 2 [4]. Because
of this, and equation (18), from which it follows that εk
depends only in the magnitude of k, we obtain that the
total number of states is

Σ ≈ gsV

8π3

∫
d3k =

8πV

h3c3

∫ ∞

0

ε2dε. (20)

From equation (20) it immediately follows that the one-
particle density of states is equal to

g(ε) =
dΣ

dε
=

8πV

h3c3
ε2. (21)

This deduction is relevant because it shows that the sums
expressed in equations (16) and (17) can be approximated,
in the large volume limit, as integrals if they are multiplied
by the one-particle density of states [4, 5].

Additionally, the photon gas requires another
consideration with respect to its chemical potential. Due
to the massless character of photons, it is possible to
create arbitrarily many of them having ε = 0 without
energy cost. This means that in the state ε = 0 there may
be, in principle, an infinite number of photons. Thus, the
chemical potential, which is defined as the energy needed
to change the particle number, must be equal to zero
[4, 5]. By applying all these considerations to equation
(17), the mean energy of the gas photons turns into

U =
8πV

h3c3

∫ ∞

0

ε3dε

exp(βε)− 1
. (22)

The integral in equation (22) can be easily solved in terms
of the gamma function and the Riemann zeta function.
After that, it is immediate to obtain that the density of
energy contained in the photon gas is equal to

U ≡ U

V
=

8π5kB
4

15h3c3
T 4. (23)

Since the photons in the gas are isotropically distributed
and unpolarizated, the radiated energy density is propor-
tional to the total power radiated per unit surface area,
being the constant of proportionality equal to (4/c) [6].
This means that equation (23) can be expressed as

U =
4σ

c
T 4, (24)

where σ is the Stefan-Boltzmann constant. The numerical
value obtained from the found expression for this constant
is in total agreement with the value empirically obtained
by Stefan in 1879 [4].

Finally, the system’s spectrum can be obtained if equa-
tion (22) is expressed in terms of the frequency of the
photon by taking ε = hν,

U =
8πh

c3

∫ ∞

0

ν3dν

exp(βhν)− 1
. (25)
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From equation (25) we immediately get by inspection to
the radiation law associated with the photon gas model,
which turns out to be equal to the form of Planck’s law
expressed in equation (1).

V. HISTORICAL APPROACH TO PLANCK’S
RADIATION LAW

The development of blackbody’s radiation law formally
began in 1859 when Kirchhoff discovered, based on a
great volume of diverse experimental data, the lack of
dependence between the emitted light and the specific
nature, size and shape of the emitter body [7]. Kirchhoff
proved that, in situations of thermodynamic equilibrium,
the radiation law depends only on the wavelength of the
incident radiation and on the blackbody’s temperature.
The next important step was made by Stefan in 1879.
He empirically found that the total power radiated per
unit surface area of a blackbody across all wavelengths
grows like the fourth power of its absolute temperature
[7]. By that time, the light was already widely accepted
to be electromagnetic radiation, and hence it was thought
that the missing distribution law should be able to be
obtained from purely thermodynamic and electromag-
netic arguments. In that sense, Boltzmann was able to
theoretically deduce Stefan’s law in 1884, by studying the
phenomenon of radiation pressure from the perspective
of thermodynamics [7].

In 1894, Wien published his studies on the reflection
of radiation within a perfectly reflecting sphere that con-
tracts adiabatically [1]. He concluded that this process
implies a redistribution with respect to the radiation’s
frequency in accordance with the Doppler effect, and that
the radiation law must satisfy that

u(ν, T ) = ν3F (ν/T ). (26)

The function F was an unknown function of ν/T , which
was thought to have a fundamental role in physics in view
of the universal character of the blackbody’s radiation.
From equation (26), which was called Wien’s displacement
law, Wien was able to obtain that the wavelength with
the maximum power emission is inversely proportional to
the blackbody’s absolute temperature [6], which turned
out to fit perfectly with the experimental data. Two
years later, Wien assumed that the wavelength of the
radiation emitted by any blackbody’s molecule and its
correspondent intensity were functions of the molecule’s
velocity [1], so that, by combining its law with Maxwell’s
velocity distribution he obtained that the radiation law
should be of the form

u(ν, T ) = Aν3 exp(−Bν/T ), (27)

where A and B are constants. The equation (27), known
as Wien’s distribution law, was thought to be confirmed
by Paschen’s experimental data in the high frequencies
region, but Rubens and Kurlbaum showed in 1900 that
Wien’s law failed at the infrared region [6].

At the end of the 19th century, Planck had become one
of the most outstanding specialists in thermodynamics
in the Friedrich-Wilhelm University of Berlin. In those
years, Planck believed in the apparent success of Wien’s
law. However, he thought that Wien’s approach was not
well founded, so he started working on what he called “the
thermodynamic approach” of the blackbody’s problem [1].
As Kirchhoff’s successor, Planck knew that the radiation
distribution at equilibrium is independent of the nature
of the radiators [1], so he started his studies with the
simplest possible assumption, that the radiators are linear
harmonic oscillators of frequency ν. He established, from
the electromagnetic theory, that the oscillator’s dipole
moment f(t) satisfies the equation

d2f

dt2
+ 2σν

df

dt
+ 4π2ν2f =

3c3σ

4π2ν2
Z(t), (28)

where σ is the logarithmic decrement of the vibration
amplitudes due to radiation and Z(t) is the intensity of
the component of the electric field in the direction of the
resonator [8]. Planck solved equation (28), obtaining f(t)
as a Fourier series, from which he arrived to a relation
between the density of the field energy and the mean
energy associated with the oscillators [8],

uν =
8πν2

c3
Eν . (29)

At this point, Planck introduced Wien’s law into his
results, so from equations (27) and (29) he obtained that
the oscillator’s average energy has the following form

E = Cν exp(−Bν/T ), (30)

or equivalently, that

1

T
= − ln(E/Cν)

Bν
. (31)

Planck knew from thermodynamics that the relation
1/T = ∂S/∂E is satisfied when the system reaches the
thermodynamic equilibrium [2], so he obtained that, in
such situations, Wien’s law unequivocally leads to

∂2S

∂E2 = − 1

BνE . (32)

Nevertheless, when Planck knew from Kurlbaum that
the radiation law must be proportional to the temperature
at very low frequencies on October 1900, he obtained, by
using the same approach as before, that for low frequencies
the second derivative of entropy with respect to energy
should be equal to

∂2S

∂E2 = −const

E2 (33)

[2]. Planck wanted to preserve both asymptotic behaviors,
so he made a mathematical interpolation of both results
that took him to propose that

∂2S

∂E2 = − a

E(E + b)
, (34)
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which, in fact, reduces for small values of U to equation
(32) and hence to Wien’s law, and for large values of U to
equation (33) [2]. From this proposal, Planck arrived to

Eν =
b

exp(b/aT )− 1
. (35)

To find the dependence of Eν on ν, Planck supposed,
based on equations (26) and (29) [1], that E = νφ(ν/T ),
being φ an arbitrary function. This led him to obtain
that the mean energy of an oscillator is

E(ν, T ) =
Aν

exp(Bν/T )− 1
. (36)

Finally, Planck obtained from equation (29) that the
radiation law is

u(ν, T ) =
Cν3

exp(Bν/T )− 1
, (37)

where B and C are constants that must be adjusted to
the experimental data [1, 2].

Rubens checked, through the night following the
Academy session, Planck’s formula against his experimen-
tal data, and found that both were in total agreement.
After that, Planck’s result was considered to be correct,
but also to be an empirical formula since its basic assump-
tion, the one expressed in equation (34), had no rigorous
theoretical justification [1]. The behavior of Planck’s law
is compared with the asymptotic cases found by Wien, for
the ultraviolet region, and by Kurlbaum, for the infrared
region, in the figure 2.

Figure 2. Planck’s radiation law, solid curve, and its limit
cases: Wien’s law, dashed curve, and Kurlbaum’s experimental
result also known as Rayleigh-Jeans law, dotted curve, plotted
as functions of x = hν/kBT . The energy densities per unit
frequency have been divided by u0 = 8πk3BT

3/h2c3 in order
to obtain dimensionless quantities.

In order to justify his “eine glücklich erratene in-
terpolationsformel”, Planck ultimately had to abandon
his thermodynamic approach and turn to Boltzmann’s
probabilistic conception [1, 3], in which the entropy of a
system is given by Boltzmann’s equation

SN = kB lnW, (38)

where W is the number of distributions compatible with
the energy of the system. In that sense, to obtain SN
Planck assumed that the system’s total energy EN consists
of an integral number P of energy elements ε, so that
EN = Pε [1, 3]. Then, he proceeded to calculate the
number of possible ways of distributing P energy elements
among N oscillators, obtaining that

W =
(N + P − 1)!

(N − 1)!P !
≈ (N + P )N+P

NNPP
, (39)

where Stirling’s formula has been used to obtain the last
equality. Then he obtained from Boltzmann’s equation,
equation (38), that the system’s entropy is

SN = kBN

[(
1 +
E
ε

)
ln

(
1 +
E
ε

)
− E
ε

ln

(E
ε

)]
. (40)

From equation (40) it follows that the entropy of a single
oscillator S = SN/N satisfies equation (34). Because of
this fact, Planck felt sure about that his new approach,
in which the energy is considered discrete, was the cor-
rect one [1]. After that, Planck obtained from Wien’s
displacement law and equation (29) that the entropy S
can be written as

S = ϕ(E/ν), (41)

where ϕ is an unknown function. By comparing the two
expressions for the entropy of a single oscillator, Planck
concluded that the energy element ε must be proportional
to the frequency ν [3], thus:

ε = hν, (42)

and consequently:

S = kB

[(
1 +

E
hν

)
ln

(
1 +

E
hν

)
− E
hν

ln

( E
hν

)]
, (43)

where h is a universal constant.
Planck substituted equation (42) in (40) and used again

the thermodynamic relation between the temperature and
the second derivative of the entropy with respect to the
energy to obtain that the mean energy of the oscillator is
given by

E(ν, T ) =
hν

exp(hν/kBT )− 1
. (44)

This result led him to obtain, from equation (29), his
radiation law once again.

From his theory, Planck could theoretically derive Ste-
fan’s law and Wien’s displacement law from equation (1),
by integrating it over all the frequencies and by maxi-
mizing it, respectively. On the other hand, he was able
to obtain, by using Kurlbaum’s experimental data, the
numerical values of the ratios k4B/h

3 and h/k, from which
he could compute the numerical values of kB and h [3].
Finally, Planck presented his results and his universal
constant h at a meeting of the German Physical Society
on December 14, 1900, a date which is currently know as
the birthday of quantum mechanics [1].
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VI. DISCUSSION

As we noticed at the beginning of this paper, the
modern treatment of blackbody’s radiation was merely
a systematic application of the general results of quan-
tum statistical mechanics. This treatment consisted in
applying the fundamental properties of photons, such as
their massless and bosonic character, to the general re-
sults statistically obtained for an ideal quantum system.
In that way, we were able to obtain Planck’s radiation law
from equation (22) by expressing it in terms of the pho-
ton’s frequency, by using the quantum energy-frequency
relation, and by computing the energy density associated
with a infinitesimal bandwidth dν centered in ν.

On the other hand, we saw in the last section that the
historical development of the blackbody’s radiation law
was anything but simple. The studies made by Kirchhoff,
Boltzmann and Wien showed that a purely classical treat-
ment of the system, which is composed of the radiation
and the cavity, lead in all the cases to the Rayleigh-Jeans
law and its ultraviolet catastrophe, as Rayleigh later
proved in 1905. Planck was able to obtain equation (1) in
October 1900 only because he obtained correctly equation
(29) from a theory based in the fundamental principles
of thermodynamics and the Maxwell’s equations; and
because he made a clever interpolation between Wien’s
law and Kurlbaum’s experimental data. Even more, we
noticed that in his first theory, Planck assumed unproved
physical arguments, such as the one that establishes that
EN = Nhν, in order to obtain an expression for the en-
tropy of the oscillator which was fully compatible with
equation (34). This implied that his first theory could
not be considered as fundamental.

We should note that Planck never mentioned in his
early writings that the assumption for EN has a funda-
mental character within its theory. At that time, Planck
was not sure whether the introduction of h was merely

a mathematical device needed to obtain equation (1) or
whether it expressed an innovation of profound physical
significance [1]. Planck’s first theory of blackbody’s ra-
diation turned out to be the statistical treatment of the
oscillators in the wall of a cavity, which are capable of
absorbing and emitting radiation in a discrete way. This
statistical approach differs from Boltzmann’s probabilis-
tic method in so far as Planck associated the quantity
W with the SN at the equilibrium state without max-
imizing it. Planck’s work, and a few more that came
later, proved that in order to describe all the observed
phenomena, a new kind of physics had to be considered.
This new physical science began with Planck’s postulate
of energy quanta, and quickly showed its departure from
the principles of classical physics.

Finally, we noted that both approaches led to the same
result. This is because both analysis consider the fact
of energy quantization. On the one hand, the modern
analysis has the notion of energy quanta within itself since
it has been constructed by using the quantum-mechanical
description of photons; on the other hand, the analysis
made by Planck was developed from a classical point of
view, by describing the radiation within the cavity with
Maxwell’s equations, but included the assumption that the
wall’s oscillators absorb and emit radiation in a discrete
way. As Einstein noted in 1905, Planck’s theory was not
consistent due to this assumption, but correctly led him
to equation (1) because in situations of thermodynamic
equilibrium the wall‘s oscillators and the radiation shares
the distribution of energy.
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1 Abstract

We assume that two atoms in the van
der Waals range where two electrons is not
overlap is the most important condition.
We choose the Rydberg states for the gen-
eral of the two hydrogen atoms in excited
states interaction. The states of two atoms
in this paper we will choose are same the
each other that make a pair state for our
system. The dipole - dipole interaction is
described and fomulated that approximate
with 1/R3. We will see the van der Waals
interaction between two hydrogen atoms in

the excited states by the perturbation ap-
proach. The factor 1/R6 appear when we
expand perturbation of the Vdd - the poten-
tial energy of two hydrogen atoms. The van
der Waals constant C6 increases with the
n11 that is calculated exactly by the numer-
ical method. In the end, we discuss about
some result of Rydberg atoms interaction
that valuable experimental side like ‘frozen
Rydberg gas’ , and about the quantum in-
formation process.

2 Introduction

We know that it always exist the van der
Waals interaction(the van der Waals force)
between two atoms if they are in the cor-
responding distance. We usually use the
route that we image two atoms connect
with each other by a string and two vibrate
make the string vibrate like a harmonic os-
cillator with the that make it so easy to
understand, but my route is different from
that way. It is true that we have one hy-
drogen atom is likely a dipole consist of one
positive charge is the nucleus and one neg-
ative charge is the electron, so in my view
I think we should start from the potential
energy of dipole - dipole interaction. The

excited states of the hydrogen atom in this
paper is the Rydberg state in general, so we
still can use the for the interaction of two
hydrogen atoms (2S − 1S) pair that make
alot of interesting problems which I will not
show in this paper, so please forgive me be-
cause that things. The Stark effect is in-
clude of this paper. It is simple to see that
the two hydrogen atoms, which we see, are
neutralize in the average time, but it is not
neutralize if we evaluate in a interval of time
shorter. In addition, when the distance be-
tween them is large enough or we have also
call that is the van der Waals range the elec-
tron clouds do not overlap each other. Since

1



that it is strongly believed that it is useful
when we use the dipole - dipole to describe
two hydrogen atoms. In this paper we will
approach by the perturbation theory that
we just study so that understanding con-

tent maybe easier than another route. Also,
the van der Waals constant need a numeri-
cal calculations, so maybe the route of the
numerator is not included in this paper.

3 Rydberg States - Rydberg Atoms

3.1 Rydberg States

As we known, we have in the ordinary
atomic states can described in term of elec-
tron configuration, telling how many elec-
trons are to be assigned to a series of atomic
orbitals, of decreasing ionization potential
in the order written. Any one (or more)
of the occupied atomic orbitals can be ex-
cited. In ordinary Rydberg states one elec-
tron is excited to a relatively large n (e.g.

ns, n = 4, 5, 6...). Rydberg states are ap-
propriated with the Rydberg formula for
energy

E = E∞ −
hRy

(n− δ)2 (1)

which Ry is the Rydberg constant, and δ is
the quantum defect.

3.2 Two features of Rydberg physics make a general approach
attractive

First, when the external fields are small
enough or vanish, each Rydberg multiplets
is labeled by the value n and the spliting
inside each multiplet is small compared to
the splitting between them If we have a dy-
namical system which describes the internal
structure of an individual n multiplet has
two degrees of freedom. For large n, the set
n2 quantum levels is sufficiently large to be
well studied by classical analysis.
Second, the isolated hydrogen has a large
dynamical symmetry: that of the orthogo-
nal group O(4) and time reversal. That is

exact symmetry fr the quantum mechani-
cal study, in the non-relativistic approxima-
tion, of an electron in the static Coulomb
potential of a point-like nucleus; then the
energy of bound states depends only on
the principal quantum number n, that ex-
ceptional energy degeneracy between the
states of different orbital mementa of value
l. The O(4) dynamical symmetry is only an
initial approximation for Rydberg states,
which becomes exact at the asymtotic limit
n→∞ when there are no external fields.

3.3 Some properties

We have Rydberg atoms are in states
with a principal quantum number n � 1.
This corresponds classically to a very large
electron orbit, and the effect of the effect
of the nucleus and remaining electrons (the
ionic core) is essentially that of an elemen-
tary positive point charge: thus it is ap-
prociated with hydrogen atom. Rydberg

states: the electric dipole matrix element
between two neighboring states scales as
n2, while the energy spacing between ad-
jacent Rydberg levels, which scales as n−3.
This gives the Rydberg atoms a long life-
time τ ∼ n3 that is explained by the Heisen-
berg uncertainty principle with energy. In
addition, a very strong sensitivity to elec-

2



tric fields: the polarizability scales as n7.
Thus, two nearby Rydberg atoms undergo
very strong dipole - dipole interactions that

make we choose the Rydberg states for this
paper.

4 The dipole - dipole potential energy of two hydrogen

atoms

As I just write above the dipole - dipole
case is actually describe accurately two hy-
drogen atoms in any states. We just have
a assumption here like the large distance

of two atoms that make two electrons not
overlap, that make the distrance larger than
the displacemant vector of dipole alot of
times.

4.1 Illustration

Figure 1: Dipole-Dipole

4.2 Form the equation - Demontration

We have some notations

pj ≡ ρjedj

rj − ri ≡ rji

|rji| = rji

The pj is the electric dipole operator of atom j We assume rji � di, dj. We have the
approximation of Taylor series expand of

(1 + x)−
1
2 ≈ 1− 1

2
x+

3

8
x2 (2)

3



We have the potential energy is derived in the form

Vdd =
(−ρi)(−ρj)e2

4πε0

1

|rj − ri|
+

(−ρi)ρje2
4πε0

1

|rj + dj − ri|
+
ρi(−ρj)e2

4πε0

1

|rj − ri − di|

+
(ρi)(ρj)e

2

4πε0

1

|rj + dj − ri − di|

=
ρiρje

2

4πε0

(
1

rji
− 1√

r2ji + 2rji · dj + d2
j

+
1√

r2ji − 2rji · di + d2
i

+
1√

r2ji − 2rji · di + 2rji · dj + d2
id

2
j − 2di · dj

)

=
ρiρje

2

4πε0rji

(
1− 1

[1 + (2rji · dj)/r2ji + d2
j/r

2
ji]

1/2
+

1

[1− (2rji · di)/r2ji + d2
i /r

2
ji]

1/2

+
1

[1− (2rji · di)/r2ji + (2rji · dj)/r2ji + d2
i /r

2
jid

2
j/r

2
ji − (2di · dj)/r2ji]1/2

)

=
ρiρje

2

4πε0rji

[
1− 1 +

1

2

2rji · dj
r2ji

+
1

2

d2
j

r2ji
− 3

8

(
(2rji · dj)/r2ji + d2

j/r
2
ji

)2

− 1 +
1

2

−2rji · di
r2ji

+
1

2

d2
i

r2ji
− 3

8

(
(2rji · di)/r2ji + d2

i /r
2
ji

)2

+ 1− 1

2

−2rji · di
r2ji

− 1

2

2rji · dj
r2ji

− 1

2

d2
i

r2ji
− 1

2

d2
j

r2ji
+

1

2

2di · dj
r2ji

+
3

8

(−2rji · di
r2ji

+
2rji · dj
r2ji

+
d2
i

r2ji
+

d2
j

r2ji
− 2di · dj

r2ji

)2]

=
ρiρje

2

4πε0rji

[
di · dj
r2ji

− 3
(rji · di)(rji · dj)

r4ji

]

Vdd =
1

4πε0r3ij

[
pi · pj − 3

(pi · rij)(pj · rij)
r2ji

]

Thus, we have the equation for the potential energy of dipole - dipole interaction

5 The van der Waals interaction

From the equation for the potential en-
ergy of dipole - dipole interaction, we use
the perturbation theory to find the poten-
tial energy correction, and we will see if it

have a factor that scale with
1

r6ij
. We did

that with the assume that we choose the

non-degeneracy excited states and states of
two atoms are prepaired in the same state
so the pair state which is defined |αβ〉 ≡
|α〉 ⊗ |β〉 have the form |αα〉. Thus we will
use the non - degenegrate perturbation the-
ory.

5.1 First-order in the perturbation theory

In the first - order we have the energy shift in form

∆E(1)
αα = 〈αα|Vdd |αα〉 =

〈
Vdd
〉
αα

(3)

4



However, this result is vanish due to the
p is the odd-parity operator and the atomic
state |α〉 = |n, l,m, s〉 is the eigenstate of
the atom that have definite parity. Thus,

there is no energy shift if we just expand the
perturbation to the first-order. Explaning
|α〉 = ψα(r)

∆E(1)
αα = 〈αα|Vdd |αα〉

=

∫
dri

∫
drj(ψα(ri)⊗ ψα(rj))

∗Vdd(ψα(ri)⊗ ψα(rj))

= 0

5.2 Second-order in the perturbation theory

The second - order, we have the energy
shift in form

∆E(2)
αα =

∑

β,γ,...

∣∣∣ 〈αα|Vdd |βγ〉
∣∣∣
2

Eαα − Eβγ
≡ C6

r6ij
≈ 1

r6ij

(4)

In here, we sum extends all states that are
dipole - coupled to |α〉. The second-order in

Vdd scale with
1

r6ij
because Vdd ≈

1

r3ij
so the

absolute have the second power give the re-
sult that we simply see that it is the van der
Waals interaction of two hydrogen atom in
excited states. The result of ∆E

(2)
αα is pro-

portional to dipole-moment to the fourth
power, it scale as n8, the denominator scales
as 1/n3. Thus the coefficient C6 increases
with n as n11 when n→∞. The power-11
law of the asymptotic n-dependence for the
numerical values.

6 Discussion

With van der Waals interactions and
some other interactions that we will not
show in this paper, two Rydberg atoms in-
teract with each other that show some re-
sults interesting. Due to the availability of
laser-cooled samples in which the atomic
motion is negligible on relevant experimen-

tal timescales, thus realizing a ‘ frozen Ry-
dberg gas’ . And the most interesting thing
is some theoretical proposal suggesting the
use of the Rydberg blockade for quantum
infomation processing that will make the
technology about quantum infomation have
evolution-step.

7 Conclusion

Thus, we derived the van der Waals in-
teraction of two excited hydrogen atoms.
We introduced about the our system two
hydrogen atom in excited states that we
chosen as Rydberg states - a pair state.
We explained about Rydberg state - Ry-
dberg atoms, two physical features to make
that interesting with us. We also explained
about properties of Rydberg states that

showed why we choose these states to de-
scribe the dipole-dipole interaction (the life-
time long ,the very strong sensitive about
the external field - electric field) We ex-
plained why we modeled our interaction
with the dipole-dipole interaction, and we
calculated the formula for this potential of
that dipole-dipole We see that it is easy to
see that from the dipole-dipole potential en-

5



ergy by the perturbation approach, we ob-
tain the van der Waals factor by the second
order of non-degeneracy perturbation the-
ory The van der Waals coefficent, which we
obtained, is different from normal case. It is
exactly calculated by the numerial method,
but we see that it is proportional with n11.
In addition, we discuss some extending re-

sults like ‘frozen Rydberg gas’ and the new
possibility contribution in the quantum in-
formation process that I think very interest-
ing from the Rydberg states interact with
each other or we can say two atoms hy-
drogen in excited stated interact with each
other.
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What Is a Single Photon and How to Detect It?

Xinliang(Bruce) Lyu
(Dated: June 14, 2019)

The notion of a photon was first proposed by Einstein in 1905, his year of miracles, in an attempt
to explain the photoelectric effects. The subsequent experiment conducted by Compton demonstrated
that the photon also carries momentum, which gave a strong evidence of the existence of a single
photon. However, the satisfactory description incorporating both wave and particle nature of light
didn’t appear until the advent of quantum mechanics. In this paper, we will use the quantum
mechanical description of light to explore the question: what is a single photon? We start by
reviewing the quantization of a single mode of electromagnetic field and the photon state introduced
in 8.05x. We will move on to extend our discussion to the quantization of a general electromagnetic
field. One-photon multimode state is then introduced, which is the state analogous to an isolated
corpuscle of light traveling in spacetime with speed of light. To answer the question that where the
photon is, the principle of photodetectors is introduced. The detection probability of a photon at a
given spacetime point is derived. We conclude with a phenomenon unique to a single photon: it can
not be detected at different places at the same time!

I. INTRODUCTION

Before the 20th century, light was described successfully
by Maxwell’s equations and was thought to be electromag-
netic waves. In 1905, Einstein treated light as photons to
explain photoelectric effect successfully, while Maxwell’s
theory of light had difficult to explain such phenomenon.
It was not clear why light sometimes behaves like waves
but sometimes behaves like particles. The unified theory
of light is the quantum version of Maxwell’s theory, also
known as quantum electrodynamics. The notion of a
single photon is best understood under the framework of
quantum electrodynamics.

The particle nature of light is usually demonstrated
using light with extremely low intensity. In double slits
experiments, in order to rule out the possibility that
interaction among photons causes the interference pattern,
light source with extremely low intensity has been used
and it is said that photons appear on the screen one by
one. Feynman explained the particle nature of light in his
lecture [1], arguing that the light always comes as lump
when we detect it. However, it should be emphasized that
these arguments are inappropriate. Low intensity only
indicates the average of photon number is much smaller
than one, but not necessarily means there is only one
photon in spacetime. In addition, the discrete clicks we
hear in the detector can be well explained by the quantum
nature of the detector alone, while the quantization of
light is not indispensable.

This paper focuses on giving a unified description of a
single photon. In section II, we start with the wave de-
scription of light, Maxwell’s equations, and then construct
its quantum version. In section III, we will see the notion
of photons comes looking for us when we try to find the
eigenstates of Hamiltonian of the electromagnetic field.
Single-photon multimode state is introduced, which is the
quantum state of light analogous to an isolated photon
in spacetime. Finally, in section IV, the principle of pho-
todetectors is introduced, and we calculate the detection
probability of a single photon at a given spacetime point.

A phenomenon unique to a single photon that makes it
different from classical state of light is that the double
detection probability at different places at the same time
is zero.

II. QUANTIZATION OF THE
ELECTROMAGNETIC FIELD

In chapter 9 of 8.05x, photon states are introduced,
where we examined a single mode of the electromag-
netic field in a rectangular cavity with frequency ω and
wavenumber k = ω/c, with c the speed of light in vac-
uum. We learned that the Hamiltonian of a single mode
electromagnetic field resembles that of a one-dimensional
harmonic oscillator with electric field acting like position
variable and magnetic field acting like momentum variable
(which is which is more of a convention). After promoting
both dynamic variables to operators and imposing the
canonical commutation relation, we construct the quan-
tum theory of a single mode of the electromagnetic field.
The classical electric and magnetic fields both become
field operators.

We extend our discussion to an electromagnetic field
with many modes. Since we have seen this topic in class
using a specific example of the electromagnetic field in
a rectangular cavity, we will make our discussion more
general here. We will find that, due to the orthogonality
between different modes, the extended version Hamilto-
nian is just the sum of different single mode Hamiltoni-
ans. Various vector identities used in this section can
be found in Jackson’s book [2] or be conveniently proved
using index notation to write everything in its component
form and applying the identity about Levi-Civita symbol
εijkεimn = δjmδkn − δjnδkm. The discussion here follows
Ballentine [3] and Aspect [4] closely.

The energy of the electromagnetic field is

EEM = (8π)−1
∫
d3x

(
E2(x, t) + B2(x, t)

)
. (1)
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Notice Gaussian unit is used in this paper. We will see in
the end of this section that Eq. (1) can be put into a nicer
form that is convenient for us to postulate its quantum
version. In vacuum, with no electric charge, E and B
satisfies source-free Maxwell’s equations

∇ ·E = 0, (2)

∇ ·B = 0, (3)

∇×E = −1

c

∂B

∂t
, (4)

∇×B =
1

c

∂E

∂t
, (5)

which are called Gauss’s law, no magnetic monopole,
Faraday’s law and Ampère’s law respectively. We can
eliminate B in Maxwell’s equations to get one second
order differential equation for E: take the time derivative
of Ampère’s law Eq. (5), use Faraday’s law Eq. (4) to
eliminate B, apply the vector identity ∇ × (∇ × a) =
∇(∇ · a)−∇2a, and use Gauss’s law Eq. (2) to have

1

c

∂2E

∂t2
= ∇×

(
∂B

∂t

)
= −c∇× (∇×E) = c∇2E. (6)

Apply our familiar separation of variable technique to
write E(x, t) = 2

√
πωq(t)u(x), where the strange pref-

actor 2
√
πω is put there to make the final expression of

energy looks nicer. Plug this ansatz into Eq. (6) and
make some rearrangements

∇2u(x) =

(
1

c2
d2q(t)

dt2
1

q(t)

)
u(x). (7)

It can be seen that (d2q/dt2)(1/q) should be a constant,
and we let it to be −ω2, or otherwise u(x) would have
time dependence. Then Eq. (7) gives

d2q

dt2
= −ω2q, (8)

∇2u(x) = −
(ω
c

)2
u(x). (9)

The spatial part Eq. (9) has a similar structure to the
time-independent Schrödinger equation. After applying
some boundary conditions, we will get a complete set
of eigenfunctions um(x) and eigenvalues ωm labeled by
integer m. For each mode with eigenvalue ωm, Eq. (8)
can be solved for qm(t). um(x) is sometimes called mode
function and can be chosen to satisfy the orthonormality
condition

∫
d3xum′(x) · um(x) = δm′m. (10)

A general solution is the linear combination of solutions
with different m

E(x, t) =
∑

m

2
√
πωmqm(t)um(x), (11)

and B can be obtained by plugging Eq. (11) into Fara-
day’s law Eq. (4)

B(x, t) =
∑

m

2
√
π
c

ωm
pm(t)∇× um(x), (12)

with dpm/dt = −ω2
mqm. The curl of mode functions also

has orthogonality property that the integral
∫
d3x(∇×

um′(x)) · (∇× um(x)) vanishes if m′ 6= m. To show this,
apply another vector identity ∇ · (a× b) = b · (∇× a)−
a · (∇× b) with a = um′(x) and b = ∇× um(x)

∇ · [um′(x)× (∇× um(x))] = (∇× um′(x)) · (∇× um(x))

− um′(x) · (∇× (∇× um(x))) . (13)

The second term in Eq. (13) can be simplified using the
same trick in Eq. (6) as we eliminate B in Maxwell’s
equations

um′(x) · (∇× (∇× um(x))) = −um′(x) · ∇2um(x)

=
(ωm
c

)2
um′(x) · um(x), (14)

where in the last step, we use the differential equation for
u in Eq. (9). Integrate Eq. (13) over the space to have

∫
d3x(∇× um′(x)) · (∇× um(x))

=
(ωm
c

)2
δm′m +

∫
d3x∇ · [um′(x)× (∇× um(x))]

=
(ωm
c

)2
δm′m. (15)

The volume integral in second line of Eq. (15) can be
shown to vanish by converting it to surface integral on the
boundary and use the fact that um′(x) is perpendicular
to the conducting surface. We are now ready to calcualte
the energy of electromagnetic field. Let us plug E in Eq.
(11) and B in Eq. (12) into the energy of electromagnetic
field in Eq. (1)

EEM =
1

2

∑

m′,m

∫
d3x
[
ωm′ωmqm′(t)qm(t)um′(x) · um(x)

+
c

ωm′

c

ωm
pm′(t)pm(t)(∇× um′(x)) · (∇× um(x))

]

=
1

2

∑

m

[
ω2
mq

2
m(t) + p2m(t)

]
, (16)

where we use the orthonormality condition for um in Eq.
(10) and the orthogonality condition for ∇ × um in Eq.
(15) in the last step.

Equation (16) is our desired result. Compared
with what we learned in 8.05x, where the energy of
a single mode of the electromagnetic field is E =
1/2

(
p2(t) + ω2q2(t)

)
, we notice the energy of multimode

electromagnetic field is simply the sum of the energy of
different modes. Let us go quantum! The procedure is
similar to what we did in class. The only difference is
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that we have a summation symbol here. We postulate a
Hamiltonian by promoting dynamic variables pm and qm
to operators

ĤEM =
1

2

∑

m

(
p̂2m + ω2

mq̂
2
m

)
, (17)

where p̂m and q̂m are the promoted Schrödinger opera-
tors and they satisfy the canonical commutation relation
[q̂m′ , p̂m] = i~δm′m. The Hamiltonian is the same as a
system of independent harmonic oscillators. As usual, we
can define annihilation and creation operators associated
with m-th mode, âm and â†m, as

âm =
1√

2~ωm
(ωmq̂m + ip̂m), (18)

â†m =
1√

2~ωm
(ωmq̂m − ip̂m). (19)

It can be shown immediately that the commutation rela-
tion in terms of âm and â†m is

[âm′ , â†m] = δm′m, (20)

and the Hamiltonian can be written using creation and
annihilation operators

ĤEM =
∑

m

~ωm
(
â†mâm +

1

2

)

=
∑

m

~ωm
(
N̂m +

1

2

)
, (21)

where the number operator is defined as usual, N̂m =
â†mâm. The electric field E becomes a field operator after
we promote pm and qm to operators

Ê(x) =
∑

m

2
√
πωmq̂mum(x)

=
∑

m

√
2π~ωm(âm + â†m)um(x). (22)

It should be emphasized that the x in Eq. (22) is a
label to indicate which operator we are talking about. It
should not be confused as position operators x̂, which is
a dynamic variable of a particle, or an observable.

III. NOTION OF A SINGLE PHOTON

Now we have the Hamiltonian of electromagnetic field
in hand, it is time to find its spectrum. It is an easy task
for us since the Hamiltonian is the same as a collection of
independent harmonic oscillators. The ground state |0〉
is the state that is killed by all annihilation operators âm

âm |0〉 = 0,∀m. (23)

The ground state is labeled by number 0 because it is
eigenstate for all number operators N̂m = â†mâm with

eigenvalue 0, N̂m |0〉 = â†mâm |0〉 = 0,∀m. If we define
total number operator

N̂ =
∑

m

N̂m, (24)

then the state |0〉 is also its eignestate with eigenvalue
0. For this reason, the ground state is also known as
vacuum, because it represents a world with nothing in
it. A general energy eigenstate is built by acting creation
operators repeatedly on vacuum and is labeled by various
eigenvalues of N̂m

|n1, n2, ..., nm, ...〉 = (â†1)n1(â†2)n2 ...(â†m)nm ... |0〉 , (25)

where the order of creation operators in right-hand side
is not important since they all commute. The state in Eq.
(25) is interpreted to have n1, n2, ..., nm, ... photons with
frequency ω1, ω2, ..., ωm, ... respectively.

A. One-photon Multimode State

Now it is natural to introduce the state that is analogous
to an isolated corpuscle of light. What properties of
the state do we expect if it represents a single photon
propagating in spacetime at the speed of light? A single
photon can have any frequency it likes but one thing we
know for sure is that the total photon number should be
one in such a state. Can we construct eigenstates of total
number operator N̂ with eigenvalue 1? The answer is
yes and it is not hard. The state â†m |0〉 represents one

photon with frequency ωm, and it is an eigenstate of N̂
with eigenvalue 1. The linear combination of such states
with all possible m values will also be eigenstates of N̂
with eigenvalue 1. Let us define

|1〉 =
∑

m

cmâ
†
m |0〉 , (26)

with cm some coefficients. The state with the form given
in Eq. (26) is called one-photon multimode state. We can
check that

N̂ |1〉 =
∑

m

cmN̂ â
†
m |0〉 =

∑

m

cmâ
†
m |0〉 = |1〉 . (27)

To make the state well-normalized, the coefficients should
satisfy

∑
m |cm|2 = 1. Since the number operator N̂m

commutes with the Hamiltonian ĤEM, the total number
operator N̂ commutes with ĤEM too, and the total photon
number is a conserved quantity. If the initial state of
electromagnetic field is a one-photon multimode state
of the form in Eq. (26) with some known coefficients,
the time-evolved state |1(t)〉 will still be a one-photon
multimode state. It looks we are on the right track.

B. Where is Our Photon?

Next, let us explore whether it is possible to recover the
classical picture of a single photon flying in spacetime with



4

speed of light. The first guess is that we can calculate the
expectation value of the electric field operator. Consider
a single photon that is localized at some region at a
given time t, our hope is that the expectation value of
the electric field operator in this region should be larger.
However, this is not true, as will be shown below. In
order to calculate the expectation value of the electric
field operator at time t, we choose to use Heisenberg’s
picture here. The Heisenberg operator version of Ê(x)
in Eq. (22) can be obtained by replacing creation and
annihilation operators on the right-hand side with their
Heisenberg operator version

Ê(x, t) =
∑

m

2
√
πωmq̂m(t)um(x)

=
∑

m

√
2π~ωm

(
âm(t) + â†m(t)

)
um(x), (28)

where we add the time dependence to indicate Heisenberg
operator. We have calculated âm(t) and â†m(t) several
times in class. As a review, we repeat the calculation
here. There is no explicit time dependence in ĤEM so the
time evolution operator is Û(t) = exp(−itĤEM/~). By
definition, Heisenberg operator version of annihilation op-
erator âm is âm(t) = exp(itĤEM/~)âm exp(−itĤEM/~) =

exp(iωmtN̂m)âm exp(−iωmtN̂m). In the second step,
we use the fact that all terms with subscript not
equal to m in ĤEM commute through âm.We then
take the time derivative to get a differential equation
˙̂am(t) = iωm exp(iωmtN̂m)[N̂m, âm] exp(−iωmtN̂m) =
−iωmâm(t). The initial condition is âm(t = 0) = âm
so we have âm(t) = exp(−iωmt)âm. Take the hermitian
conjugate to get â†m(t) = exp(iωmt)â

†
m. Plug this results

into Heisenberg operator Ê(x, t) in Eq. (28),

Ê(x, t) =
∑

m

√
2π~ωm

(
âme

−iωmt + â†me
iωmt

)
um(x)

= Ê+(x, t) + Ê−(x, t), (29)

where in the second step we break the electric field oper-
ator into positive and negative parts with the definitions

Ê+(x, t) =
∑

m

√
2π~ωmâme−iωmtum(x), (30)

Ê−(x, t) =
∑

m

√
2π~ωmâ†meiωmtum(x). (31)

The reason for this decomposition will become clear in
the next section where we discuss detection of photons.
For now just remember there are two parts in the electric
field operator, positive part containing all annihilation
operators and negative part containing all creation opera-
tors. The expectation value of the electric field operator
is

〈1| Ê(x, t) |1〉 =
∑

m,k,l

√
2π~ωm

(
c∗l ck 〈0| âlâmâ†k |0〉 e−iωmt

+ c∗l ck 〈0| âlâ†mâ†k |0〉 eiωmt
)
um(x) = 0. (32)

To see why it vanishes, let us look closely at the fac-

tor 〈0| âlâmâ†k |0〉. There is one creation operator but
two annihilation operators, so by no means can we have

âlâmâ
†
k |0〉 ∝ |0〉, as a result 〈0| âlâmâ†k |0〉 = 0. Same rea-

son works for the other factor with two creation operators
but only one annihilation operator. Nothing interesting
happens if we only look at the expectation value of the
electric field operator. They average to zero in one-photon
multimode state |1〉.

However, what about the mean square of the electric
field operator, 〈1| Ê(x, t) · Ê(x, t) |1〉? We know the mean
square of the electric field is proportional to the intensity
of light in classical electromagnetic theory so it is reason-
able to expect this quantity peaks in the region where the
single photon is localized. Let us calculate! The square
of Ê(x, t) is

Ê(x, t) · Ê(x, t) = Ê+(x, t) · Ê+(x, t) + Ê−(x, t) · Ê−(x, t)

+ Ê−(x, t) · Ê+(x, t) + Ê+(x, t) · Ê−(x, t). (33)

We calculate term by term. Moments of first two
terms vanish: 〈1| Ê+(x, t) · Ê+(x, t) |1〉 = 〈1| Ê−(x, t) ·
Ê−(x, t) |1〉 = 0 because the number of creation operators
is not equal to that of annihilation operators between the
vacuum 〈0| ... |0〉. For the third term in Eq. (33)

Ê−(x, t) · Ê+(x, t) =
∑

m,n

2π~
√
ωmωn

× (um · un)â†mâne
i(ωm−ωn)t, (34)

while we have

〈1| â†mân |1〉 =
∑

k,l

c∗kcl 〈0| âkâ†mânâ†l |0〉

=
∑

k,l

c∗kcl 〈0| [âk, â†m][ân, â
†
l ] |0〉

=
∑

k,l

c∗kclδkmδnl 〈0|0〉 = c∗mcn. (35)

The moment of the third term in Eq. (33) is thus

〈1| Ê−(x, t) · Ê+(x, t) |1〉 =
∑

m,n

2π~
√
ωmωn

× (um · un)c∗mcne
i(ωm−ωn)t. (36)

The last term in Eq. (33) can be calculated in the same
manner. We state the result here

〈1| Ê+(x, t) · Ê−(x, t) |1〉 =
∑

m,n

2π~
√
ωmωn

× (um · un)c∗ncme
i(ωn−ωm)t +

∑

m

2π~ωmu2
m. (37)

Combine the results in Eq. (36) and Eq. (37) to get the
mean square of the electric field operator

〈1| Ê(x, t) · Ê(x, t) |1〉 =
∑

m

2π~ωmu2
m +

∑

m,n

2π~
√
ωmωn

× (um · un)2<(c∗mcne
i(ωm−ωn)t), (38)
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where <(z) means real part of a complex number z. The
first term in Eq. (38) does not have cm dependence or
time dependence but only depends on the spectrum of
the configuration. The second term can describe the
disturbance propagating in spacetime. The peak of the
distribution in space at time t is the region where the
single photon is localized. We will give our statement
here a physical picture in the next section, where we will
find the moment of Ê−(x, t) · Ê+(x, t) in Eq. (36) will
affect detection rate of a photodetector placed at position
x at time t.

Still, we want to answer the question: where is the
photon, more precisely. Is it possible to define a position
operator X̂ similar to what we have in non-relativistic
quantum mechanics for a single particle, so the eigenstate
of this position operator |x〉 represents a photon at posi-
tion x? Sidney Coleman argued in one of his quantum
field theory lectures [5] that although such position oper-
ator can be well-defined, it will lead to unphysical results
like traveling faster than the speed of light in vacuum. He
argued further that the underlying physical reason is that
once you try to localize a single particle to a small enough
region, the uncertainty in its momentum will become so
large that pair production will occur. As a result, we do
not know whether we still have a single particle. The
field operators are the right tool to use since they deal
with this relativity causality automatically. In classical
electrodynamics, the information of the existence of a
charged particle in vacuum will travel at speed of light
outwards in form of electromagnetic radiation. Outside
the wavefront, the field is zero. In order to get an answer
to the question: where is the photon, we should rephrase
the question and ask “what is the probability to detect
the photon at spacetime point (x, t)?”, which is a more
appropriate question in quantum mechanics. This leads
us to our discussion on photon detection.

IV. DETECTION OF A SINGLE PHOTON

We claimed in previous section that the mean square
of the electric field operator in Eq. (38) can be thought
as intensity of the light, and the peak of this quantity
in space is the region where the single photon localized.
In this section, we will develop this idea and go deeper.
First, let us think what the intensity of the light means
when we have a single photon. Classically, when the
intensity of light is larger, it means the light is brighter.
When the brighter light hits on the retina in our eyes,
more excited our optic nerve will be, which means the
detection rate of our eye becomes larger. If we have a
single photon, intensity of the light at spacetime point
(x, t) is naturally related to the probability of detecting
the photon at position x and time t.

We have apparatus called photodetector to detect pho-
tons through its interaction with light. When light shines
on such apparatus, the photons will kick a bounded elec-
tron in the atom out into its continuous spectrum. The

signal of an outgoing electron is amplified, and then we
can hear a click. We have encountered such process in
8.06x when we talked about ionization and light-atom
interaction in chapter 5 and 6, where we focused on quan-
tization of atom and treated the electric field as a classical
object. The effect of electric field with amplitude E0 en-
ters the transition rate as a factor E2

0 . Similar results will
be found here when we treat the electric field as a quan-
tum mechanical object. The discussion in this section
follows Ballentine [3], Aspect [4] and Cohen-Tannoudji
[6] closely.

A. Principle of Photodetectors

The Hamiltonian of an atom-light system Ĥ has three
pieces: atom contribution Ĥat, electromagnetic field con-
tribution ĤEM and interaction of atom and field contri-
bution δĤ

Ĥ = Ĥat + ĤEM + δĤ = Ĥ0 + δĤ, (39)

where we denote the sum of atom and electromagnetic
field Hamiltonian as Ĥ0 to indicate we treat them as un-
perturbed Hamiltonian while we will treat the interaction
Hamiltonian δĤ as perturbation and time dependent per-
turbation theory will be applied. ĤEM has been solved in
the previous section, and we assume the atom Hamilto-
nian has been solved too, so the eigenstate of Ĥ0 is tensor
product of atom and electromagnetic field eigenstate. Let
us put the detector at position x, and consider the electric
dipole interaction

δĤ = −d̂ · Ê(x), (40)

where d̂ is the electric dipole operator of the atom, which
is proportional to its position operator, and Ê(x) is the
electric field operator in Eq. (22). If there is no interaction
term, atom and light live in different Hilbert space and
mind their own business, nothing interesting happens.
With the δĤ term, two systems talk to each other, and
the ground state atom will be kicked to excited state
accompanied by photon annihilation (We have seen this
in 8.06x problem sets [7]). The calculation in this section
will be more complicated than previous sections but the
purpose is clear: we want to calculate the probability we
hear a click in our photodetector. This corresponds to
the transition probability where the atom stays in ground
state |g〉 with the electromagnetic field in state |ψi〉 at
time t = 0, and after some time t the atom goes to excited
state |e〉 while the electromagnetic field ends in state |ψf 〉.
The initial and final state of the system is

|i〉 = |g〉 ⊗ |ψi〉 , (41)

|f〉 = |e〉 ⊗ |ψf 〉 . (42)

Go to the interaction picture where δĤ(t) =

exp(iĤ0t/~)δĤ exp(−iĤ0t/~). The time evolution op-
erator will factorize into atom and field two parts, each
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acting on its corresponding operator in δĤ

δĤ(t) = −eiĤatt/~d̂e−iĤatt/~ · Ê(x, t), (43)

with Ê(x, t) the Heisenberg operator version of electro-
magnetic field operator in Eq. (29). According to first
order time dependent perturbation theory [8], the transi-
tion amplitude of the event |i〉 → |f〉 at time t is

1

i~

∫ t

0

dt′ 〈f | δĤ(t′) |i〉 = − 1

i~

∫ t

0

dt′ 〈ψf | Ê(x, t′) |ψi〉

· 〈e| eiĤatt
′/~d̂e−iĤatt

′/~ |g〉

= − 1

i~

∫ t

0

dt′eiωegt
′ 〈e| d̂ |g〉 · 〈ψf | Ê(x, t′) |ψi〉 , (44)

with ωeg = (Ee−Eg)/~, where Ee, Eg are energy of state

|e〉 , |g〉 respectively. Recall Ê(x, t′) can be break into
positive and negative parts defined in Eq. (30) and Eq.
(31), one with its terms proportional to âm exp(−iωmt′),
the other â†m exp(iωmt

′). Since ωm and ωeg are both
positive, only terms proportional to exp(i(ωeg − ωm)t′)
with ωeg − ωm ≈ 0 will contribute much to the inte-
gral(remember the stationary phase argument), while
terms associated with negative parts are all proportional
to exp(i(ωeg + ωm)t′), oscillating fast in the integral. As
a result, it is reasonable to keep only the positive part of
the electric field operator when calculating the transition
amplitude, so we have

1

i~

∫ t

0

dt′ 〈f | δĤ(t′) |i〉

= − 1

i~

∫ t

0

dt′eiωegt
′ 〈e| d̂ |g〉 · 〈ψf | Ê+(x, t′) |ψi〉 . (45)

The modulus squared of the transition amplitude in Eq.
(45) is the transition probability at time t

Pe,f←g,i(t) =

(
1

~

)2∑

µ,ν

∫ t

0

dt′
∫ t

0

dt′′eiωeg(t
′−t′′)

× 〈g| d̂ν |e〉 〈e| d̂µ |g〉 〈ψi| Ê−ν (x, t′′) |ψf 〉 〈ψf | Ê+
µ (x, t′) |ψi〉 ,

(46)

where we express the inner product of two vectors in its
component form. For detectors that do not distinguish
final state, we can sum over both atom excited state e
and field final state f

Pg,i(t) =
∑

e,f

Pe,f←g,i(t)

=

(
1

~

)2 ∑

µ,ν,e

∫ t

0

dt′
∫ t

0

dt′′eiωeg(t
′−t′′)

× 〈g| d̂ν |e〉 〈e| d̂µ |g〉 〈ψi| Ê−ν (x, t′′)Ê+
µ (x, t′) |ψi〉 , (47)

where we use the complete relation:
∑
f |ψf 〉 〈ψf | = 1.

One more approximation is to replace sum over e with

integral,
∑
e =

∫
dωen(ωe), where n(ωe) is the usual

density of state. To make the expression less messy, let us
make a few more definitions. Group everything associated
with electric field operators as

Gνµ(x, t′′;x, t′) = 〈ψi| Ê−ν (x, t′′)Ê+
µ (x, t′) |ψi〉 , (48)

which is called correlation function. Group everything
about the atom along with the overall constant as

sνµ(t′ − t′′) = ~−2
∫
dωen(ωe) 〈g| d̂ν |e〉 〈e| d̂µ |g〉 eiωeg(t

′−t′′)

=

∫
dωesνµ(ωe)e

iωeg(t
′−t′′), (49)

where sνµ(ωe) = ~−2n(ωe) 〈g| d̂ν |e〉 〈e| d̂µ |g〉 is called the
frequency response function and sνµ(t′ − t′′) sensitivity
function. The transition probability in Eq. (47) can be
expressed as

Pg,i(t) =
∑

µ,ν

∫ t

0

dt′
∫
dωesνµ(ωe)

×
∫ t

0

dt′′eiωeg(t
′−t′′)Gνµ(x, t′′;x, t′). (50)

The integral in second line of Eq. (50) becomes negligible
if ωeg = ωe − ωg � 1 since the integrand oscillates too
fast, so sνµ(ωe) only contributes in some narrow band.
Let sνµ(ωe) = sνµ in this narrow band and pull it out

from the integral. Notice
∫
dωee

iωeg(t
′−t′′) = δ(t′ − t′′)

(We can extend the lower limit to minus infinity because
its contribution in the original integral is negligible.), so
the final result is

Pg,i(t) =
∑

µ,ν

∫ t

0

dt′sνµGνµ(x, t′;x, t′). (51)

The detection rate is

R(t) =
dPg,i(t)

dt
=
∑

µ,ν

sνµGνµ(x, t;x, t)

=
∑

µ,ν

sνµ 〈ψi| Ê−ν (x, t)Ê+
µ (x, t) |ψi〉 . (52)

Notice further that sνµ involves the moment of atom

position operators because d̂ν d̂µ ∝ x̂ν x̂µ, so for isotropic
detectors, we may have sνµ = sδνµ for some constant
number s. For such detectors, the detection rate is

R(t) = s 〈ψi| Ê−(x, t) · Ê+(x, t) |ψi〉 . (53)

As promised before, the effect of electric field enters the
detection rate of photoelectric detector as 〈ψi| Ê−(x, t) ·
Ê+(x, t) |ψi〉.

B. No Double Detection

What is the detection rate for a detector placed at
position x at time t if we have initial field state as one-
photon multimode state |ψi〉 = |1〉? We actually have
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calculated the moment 〈1| Ê−(x, t) · Ê+(x, t) |1〉 in Eq.
(36), copy the result and plug it in Eq. (53)

R(x, t) = s
∑

m,n

2π~
√
ωmωn(um · un)c∗mcne

i(ωm−ωn)t.

(54)

In the single-photon multimode state, R(x, t) can be
interpreted as the probability of finding the photon at
position x at time t and it is analogous to the modulus
squared of the wavefunction of a particle we learned in
quantum mechanics. However, nothing in principle can
distinguish |1〉 from a classical field with the electric field
amplitude specified by right choice of cm,um and ωm so
that the detection rate is identical to what we have in Eq.
(54).

What if we put two detectors at two different places
and try to detect light at different positions x1,x2 at the
same time? Classical, the probability of hearing two clicks
at the same time is the product of rate R(x1, t)R(x2, t).
However, if we are in state |1〉, the probability to detect
the photon at different places at the same time should
be 0. We just have one photon in spacetime! Let us
now demonstrate this. There are two detectors, so the
interaction Hamiltonian in Eq. (39) should be

δĤ2 = −d̂1 · Ê(x1)− d̂2 · Ê(x2). (55)

In the interaction picture

δĤ2(t) = −eiĤat1t/~d̂1e
−iĤat1t/~ · Ê(x1, t)

− eiĤat2t/~d̂2e
−iĤat2t/~ · Ê(x2, t), (56)

where Ĥat1, Ĥat2 are Hamiltonian of atom at position
x1,x2 respectively. The initial and final state is

|i〉 = |g1〉 ⊗ |g2〉 ⊗ |ψi〉 , (57)

|f〉 = |e1〉 ⊗ |e2〉 ⊗ |ψf 〉 . (58)

Since 〈f | δĤ2(t) |i〉 = 0, first order correction vanishes.
We must calculate the second order correction. It will
not be surprising to you that the second order correction
result for the transition rate is

R(x1, t;x2, t) = s2

×
∑

l,m

〈ψi| Ê−l (x1, t)Ê
−
m(x2, t)Ê

+
m(x2, t)Ê

+
l (x1, t) |ψi〉 .

(59)

The detailed derivation can be found in Cohen-
Tannoudji’s book [6]. Let |ψi〉 = |1〉, the detection rate of
a single photon at two different places at the same time
indeed vanishes

R(x1, t;x2, t) = s2

×
∑

l,m

〈1| Ê−l (x1, t)Ê
−
m(x2, t)Ê

+
m(x2, t)Ê

+
l (x1, t) |1〉 .

= 0, (60)

since |1〉 can not survive two consecutive annihilation
operators. This unique property of single-photon multi-
mode state was shown experimentally in 1986 by Grangier,
Roger and Aspect [9].
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Wiener integral and Feynman-Kac formula

Abstract
The Wiener integral is the integral with respect to the Wiener measure on the classical Wiener space of 
parameterized continuous paths and it is related to the Brownian motion. It is mathematically well-
defined. I will define the conditional Wiener measure, then I will state and prove the Feynman-Kac 
formula. The last step permits to illustrate a relation  between the Feynman path integral and the 
Wiener functional integral. The results will be used to study a special case of a particle in a box.

Introduction
Starting with the double slit experiment, we observe an interference between the two possible paths of 
electrons from a source to a target screen. The idea of path integral formulation of Quantum Mechanics
is to multiply the idea of double slit experiment by adding more screens and drill extra holes to 
generalize the double slit experiment by the superposition principle. This procedure is explained in 

Feynman's classical book. This leads to studying the propagator K ( q⃗ ' , t ; q⃗ , 0) , that is, the integral 

kernel of the time evolution operator U (t)=e
−

i
ℏ

H t

.
Wiener integral is obtained by replacing the physical time t with the Euclidean time −it which leads to 

the integral kernel of the e
−

1
ℏ

H t
, t>0 semigroup (the imaginary-time semigroup of operators). If one 

could use path integrals to understand e
−

1
ℏ

H t

, then one is able to go back to the real time by analytic 
continuation over t.

Wiener measure and Wiener integral

Constructively, the probability space to define the Wiener measure is C=C 0
([0,∞ ) ,ℝn ,0) , the space of

continuous paths in ℝ
n

starting at the origin, parameterized  by t∈ [0,∞ ) .
It is convenient to to work in a compact topological space. This is so because of tacitly accepting, e.g., 
Riesz-Markov theorem and taking for granted the uniqueness of measures' extensions; thus, I'll 

consider ℝ̂
n
=ℝ

n
∪{∞}≃Sn

instead of ℝ
n

. Define

Ω=∏
t=0

∞
̂(ℝ
n
)t

This space is compact with the product topology.

Consider all partitions t⃗m={0≤t 1≤t 2≤…≤tm} and all continuous functions 
F :∏

i=1

m

(ℝn)i→ℝ
, and 

define ϕ:Ω→ℝ by
ϕ(γ)=F (γ (t1) ,…,γ(tm))∀ γ∈Ω .

Let C fin(Ω) the subspace of C (Ω)=C0
(Ω ,ℝ) spanned by all such functions ϕ , defined by all 

partitions t⃗ m and continuous functions F .  On C fin(Ω) define the following linear functional

1



l(ϕ)=∫
ℝ

n

…∫
ℝ

n

F (q⃗1,…, q⃗m)P (q⃗m, ⃗qm−1; t m−tm−1)…P(q⃗1 , 0⃗
ℝ

n; t 1)d
n q⃗1…dn q⃗m

,
where

P(q⃗ ' , q⃗ ; t)=(4 πDt )
−

n
2 e

−
(q⃗ '−q⃗ )2

4Dt

with diffusion coefficient D>0 .
The semigroup property (Chapman–Kolmogorov equation) implies that the functional l is well-defined;

also l(ϕ)≥0∀ϕ≥0 , l(1)=1 (those 1:s are constant functions) and l is bounded:
∣l(ϕ)∣≤∥ϕ∥∞=sup

γ∈Ω
∣ϕ(γ)∣

.

The space C fin(Ω) separates points in Ω , 1∈C fin(Ω) , so by Stone's theorem 
C fin(Ω)=C (Ω) . The functional l has a unique extension to a continuous positive linear functional on
C fin(Ω) with norm 1, and by the Riesz-Markoff theorem, there exists a unique regular Borel measure
μW on Ω with μW (Ω)=1 such that

l(ϕ)=∫
Ω

ϕ dμW

(is here where the compactification helps quite a bit).
μW is the Wiener measure and the integral is Wiener integral.

The support of the Wiener measure is the set of continuous paths, μW (C)=1.

The Wiener integral can be constructed purely formal: by Kolmogorov extension theorem and 

semigroup property, one needs to specify a family {νt1 ,… ,t m
} of probability measures satisfying the said 

conditions. Fix x⃗∈ℝn
and define P( x⃗ , y⃗ ; t )=(4πD t)

−
n
2 e

−
( x⃗− y⃗)2

4Dt

for y⃗∈ℝn ,t>0 .

For t⃗ m={0≤t 1≤t 2≤…≤tm} define
νt 1,…, tm

(F1 x…x Fm)=∫
F 1

…∫
F m

P( x⃗m , ⃗xm−1; tm−tm−1)…P( x⃗1 , 0⃗
ℝ

n; t 1)d
n x⃗1…dn x⃗m

 where F1,…, Fm are 

Borel sets in ℝ
n

. Extend this definition to all finite sequences of ti ' s  by  Kolmogorov extension 

theorem, i.e., there exists a probability space (Ω,F , P x
)  and a stochastic process (the Brownian 

motion) {Bt}t≥0 such that

Px (Bt 1
∈F1,… , Bt m

∈Fm)=∫
F 1

…∫
F m

P( x⃗m , ⃗xm−1; t m−tm−1)…P ( x⃗1 , 0⃗
ℝ

n ; t 1)d
n x⃗1…dn x⃗m

.
(Kolmogorov extension theorem guarantees this relation between stochastic processes of continuous 
time and well-suited collections of finite dimensional probability measures).

NB: The probability space (Ω ,F , P x
)  and a stochastic process {Bt}t≥0  are not uniquely determined.

The construction extends to the σ−algebra generated by the cylindrical subsets of Ω :

In the case n=1 (for illustration), define, for every partition t⃗ m={0≤t 1≤t 2≤…≤tm} , intervals
(a1, b1) ,…,(am , bm) and cylindrical set C t={γ∈Ω: a1<γ(t1)<b1,…, am<γ(t m)<bm} , the measure
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μ(CT)=∫
a1

b1

…∫
am

b m

P (qm, qm−1; tm−t m−1)…P (q1, 0 ; t 1)d q1…dqm

.
However, the set C of continuous paths starting at a fixed point turns out to be non-measurable in Ω , 
i.e.,

μ*(C)=0,μ*
(C)=1 ,

the inner and outer measures of a set E⊂Ω :
μ*(E)=sup {μ(A ) , A⊂E}

μ*(E)= inf {μ(A) , E⊂A} ,
E⊂Ω  being measurable wrt μ⇔μ*(E)=μ

*
(E) . The argumentation is outside of this limited scope, 

but one should think on the situation ℚ⊂ℝ with the rationals dense but of zero measure in reals. The 
situation can be fixed by starting with continuous paths, obtain the measure and extend it to the entire 
space, to obtain the same Wiener measure μW .
One could define the Wiener measure starting with cylindrical sets which is more intuitive. 

The following result is useful for representing the integral kernel of the one-parameter semigroup

e
−

1
ℏ

H t
, t>0 by a Wiener integral.

Proposition 1: Let the real-valued function V∈C(ℝn
) be bounded below. Then for every t≥0 the 

function F :C→ℝ ,C=C0
( [0,∞ ) ,ℝn ,0) defined by 

Ft (γ)=e
−∫

0

t

V (γ (τ))

d τ
,

is integrable wrt the Wiener measure and

∫
C

F t dμW= lim
N→∞
∫
ℝn

…∫
ℝn

exp (−∑
k=1

N

V (q⃗k)Δ t)P( q⃗N , ⃗qN−1 ;Δ t )…P(q⃗1, 0⃗ ;Δ t)dn q⃗1…dn q⃗N ,Δ t=
t
N

.

Proof:

For γ∈C , 
∫
0

t

V (γ (τ))d τ= lim
N→∞
∑
k=1

N

V (γ( tk ))Δ t
 where t k=kΔ t . By definition every function

∑
k=1

N

V (γ (t k))Δ t
is Wiener-integrable on C. Thus, Ft is measurable as a limit of a sequence of 

measurable function, point-wise. Ft being bounded is Wiener-integrable on C, so by dominated 

convergence theorem 
∫
C

F t dμW= lim
N→∞
∫
C

exp(−∑
k=1

N

V (γ (t k))Δ t )dμW (γ)
, which is the desired result 

via the definition of Wiener measure.
QED
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Conditional Wiener measure

Define 
Ωq⃗ ,q⃗ '={γ∈ ∏

t≤τ≤t '

̂(ℝn)τ :γ( t)= q⃗ ,γ(t ' )=q⃗ '}
, the set of all parameterized paths in 

̂(ℝ
n
) starting 

in q⃗∈ℝn
at t and ending at q⃗ '∈ℝn

at t'. The corresponding subspace of continuous paths and the 

Wiener measure are denoted accordingly, C q⃗ , q⃗ ' and μ q⃗ ,q⃗ ' . 

On C fin(Ωq⃗ ,q⃗ ') define the following linear functional

lq⃗ , q⃗ '(ϕ)=∫
ℝ

n

…∫
ℝ

n

F (q⃗1 ,… ,q⃗m)P( q⃗ ' , q⃗m; t '−t m)…P(q⃗1 , q⃗ ; t 1−t)dn q⃗1…dn q⃗m

, where ϕ∈C fin(Ω) ,

 t≤t1≤t2≤…≤t m≤t '  and ϕ(γ)=F (γ (t1) ,…,γ(tm))∀ γ∈Ω .

Then 
lq⃗ , q⃗ '(ϕ)=∫

Ωq⃗ , q⃗ '

ϕdμ q⃗ , q⃗ '

. 

The support of the conditional Wiener measure is the set of continuous paths, μ q⃗ ,q⃗ ' (C q⃗ , q⃗ ')=1 and
μ q⃗ ,q⃗ ' (C q⃗ , q⃗ ')=P(q⃗ , q⃗ ' ; t '−t)

Feynman-Kac formula

The Schrödinger operator on L2
(ℝ

n , dn q⃗) with continuous, real-valued, bounded from below potential
V (q⃗ ) is 

H=H 0+V=
p̂2

2m
+V (q̂)

Then 
Lℏ(q⃗ ' , t ' ; q⃗ ,t)=∫

C q⃗ , q⃗'

exp(−
1
ℏ∫

t

t '

V (γ (τ))d τ)dμ q⃗ , q⃗ ' (γ)

. Lℏ(q⃗ ' , t ' ; q⃗ ,t) is the integral kernel of 

the T=e
−

t '−t
ℏ

H

, i.e., 
T ψ(q⃗ ' ,t ')=∫

ℝ
n

Lℏ(q⃗ ' , t ' ; q⃗ ,t ) ψ(q⃗ ,t )d q⃗
 (in L2

(ℝ
n , dn q⃗) ).

Proof: Using Lie-Kato-Trotter for the opreator e
−1
ℏ

TH
.

F-K formula can be introduced purely formal, as a generalization of Kolmogorov's backward equation, 
see reference 4.

Note: The intuitive point of F-K formula is that the Wiener measure can deal with the H0 term, while 
F-K formula deals with the V term.

Relating Wiener and Feynman integrals

The operator T=e
−

1
ℏ

H t
, t>0 is obtained from U (t)=e

−
i
ℏ

H t

 by analytic continuation t→−it . 
Heuristically, the conditional Wiener measure could be stated as
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DqW=e
−

m
2ℏ∫t

t '

q̇(τ)2 d τ

Dℏ q ,Dℏ q= lim
N →∞

(
m

2πℏ Δ t
)

N
2 ∏

k=1

N−1

dnqk ,Δ t=
t
N .

This Dℏ q cannot represent a measure (but the Wiener measure to fulfill this heuristic) since, at least, 

the infinite product is divergent, while the trajectories γ=q (τ)  aren't differentiable, the 
∫

t

t '

q̇(τ)2 d τ
is 

divergent. However, the negative sign at the exponential damps the divergences, so the analogy with 
the Wiener measure holds good. Going ℏ →i ℏ the exponential doesn't have any damping effect in
Diℏ q (has modulus 1 for differentiable trajectories, no meaning for  non- differentiable ones). In the 

Feynman path integral case, the propagator of a quantum particle can be represented as

Kℏ= ∫
q(t )

q(t ')

e
i
ℏ

S (γ)
D iℏq , S (γ)=∫

t

t '

L(q , q̇)d τ ,γ=q( t)and L(q , q̇)=
1

2m
q̇2−V (q)

being the Lagrangian.

Rewriting the Wiener integral by means of F-K formula as

Lℏ(q , t ;q ' ,t ' )=∫
q (t )

q (t ')

e
−

1
ℏ

E(q , q̇) dτ
Dℏqwhere E(q , q̇)=

1
2m
q̇2
+V (q)

 which is similar with the Hℏ but, 
since the integral is not explicit of the action functional the connection quantum-classic is lost.

Note: The point here is the similitude of Dℏ q and Diℏ q “measures”.
The relation between Feynman path integral and Wiener functional integral is obtained by analytic 

continuation: in the conditions of F-K formula, with a real-valued potential V (q)∈C (ℝ
n
) bounded 

from below the kernel Lℏ (defined for ℏ>0 ) and the propagator K ℏ have the following relation for the
upper half-plane ℜℏ>0 :

Kℏ(q , t ; q ' , t ')=lim
ϵ→0+

Liℏ+ϵ(q , t ;q ' ,t ')

Applications

Particle in a box.

I take a more general approach and show the claimed going to imaginary-time and back to the real 
time. This is still a rather toy example and does not fully illustrate the power of the Wiener measure 
(but keeping in mind that the potential types that the Wiener measure can be used to rigorously 
compute is restricted). I've chose this example because the corresponding Feynman path integral 
calculation a simple mechanical translation.

Let

 H=H 0+V=
p̂2

2m
+V (q̂)=−D2

+u(t) , D=
d
dt

, where u∈C1
([0,T ]) with Dirichlet boundary 

conditions.

The Gaussian integration formula for ℝ
n

is

5



∫
ℝ

n

exp (−
1
2
(Aq , q))dnq⃗=√(2π)

n

det A
,

A being a positive defined, symmetric nxn real matrix.

Proposition 2: For u(t )≥0 ,

 √ m
π ℏdet A

=∫
C0,0

e
(−

m
2ℏ∫0

T

u (t ) y2
(t )dt)

dμ0,0( y )

Proof:

Using Proposition 1 and the Gaussian integration formula one obtains

∫
C0, 0

e
(−

m
2ℏ∫0

T

u(t ) y2
(t )dt)

dμ0,0( y )=

lim
n→∞

(
m

2πℏΔ t
)

n
2 ∫
ℝ

n−1

exp(−
m

2ℏΔ t
∑
k=0

n−1

(Δ t2 u(t k ) yk ²+( y k+1− yk)
2
))∏

k=1

n−1

d y k =

lim
n→∞ √ m

2πℏΔ t det An−1

Here 
y0= yn=0,t k=kΔ t ,ΔT=

T
n and

An−1=(
a1 −1 0 … 0 0
−1 a2 −1 … 0 0
0 −1 a3 … 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 … an−2 −1
0 0 0 … −1 an−1

)
,

where ak=2+u( tk )Δ t 2, k=1,…, n−1 . Let yk
(n) be the principal minor of order (k-1)  times Δ t

of the matrix An−1 , e.g., yn
(n)
=Δ t det An−1 . The sequence yk

(n) satisfies

y2
(n)
=2Δ t+O((Δ t)3) , y3

(n)
=3Δ t+O((Δ t)3) . Expanding yk+1

(n) wrt the last row the following 
recurrence relation is obtained:

yk+1
(n)
+ yk−1

(n)
−2 yk

(n)
=u( tk )Δ t 2 yk

(n) , k≥3 .

Then lim
n→∞

u (t k)=u (t) , lim
n→∞

t k=t so lim
k ,n →∞

yk
(n )
= y (t) , y(t) solution to 

-y'' + u(t) = 0

with initial conditions y (0)=lim
n →∞

y2
(n )
=0, y ' (0)=lim

n →∞

y3
(n)
− y2

(n)

Δ t
=1 .

We finally obtain lim
n→∞

Δ t det An−1=lim
n →∞

yn
(n )
= y (T )=

1
2

det A

QED
One should compare this last result with the Feynman Gaussian path integral:
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∫
{y(t )=0
y (0 )=0

}

e
(
i m
2ℏ∫0

T

y' (t )− y2
(t )u(t )dt)

D y=√ m
π i ℏdet A

, where A=−D2
−u (t)  , a positive defined operator.
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The Zeeman Effect in the n = 3 level of Hydrogen

edx username: Gleeson
(Dated: June 19, 2019)

The splitting of the spectral lines in Hydrogen due to an externally applied magnetic field (the
Zeeman effect) can be calculated to first order using the tools of perturbation theory. This is often
described in the strong and weak field limits. We will review these regimes briefly, and make some
comments about their range of validity. We will then describe the more general intermediate field
case and demonstrate how the answer reduces to the strong and weak field approximations in the
appropriate limits. We focus on the n = 3 level throughout.

I. INTRODUCTION

We have as our starting point the Hydrogen atom
Hamiltonian, including the fine structure,

H =
p2

2m
− e2

r
+ δHfs, (1)

where δHfs is the fine-structure correction. As usual, r is
the position of the electron relative to the proton, p is the
momentum of the electron relative to the proton, and e
is the elementary charge. m should really be the reduced
mass of the electron and proton, but we will approximate
this as just the mass of the electron.

We have previously seen how the natural basis for this
Hamiltonian is the so-called ”coupled” basis. We have
calculated a formula for the first order corrections that
δHfs causes (8.06x notes chapter 2),

δE
(1)
fs (n, j) = −α4mc

2

2

1

n4

(
n

j + 1
2

− 3

4

)
. (2)

We now imagine switching on an external magnetic

field, ~Bext. This requires us to augment our Hamiltonian

(1) with an additional term, −~µ · ~Bext, which we will call
δHz:

δHz = −~µ · ~Bext. (3)

~µ, the magnetic moment of the electron, as we know, has
two contributions. One from orbital angular momentum
of the electron, and one from the fact the electron has
intrinsic spin:

~µ = −µB
~

(~L+ 2~S), (4)

where µB = e~
2mc is the Bohr magneton.

If we choose our z axis to be the direction of the external
B field, this reduces δHz to

δHz =
µBBext

~
(Lz + 2Sz). (5)

Our task is now to analyse the Hamiltonian

H =
p2

2m
− e2

r
+ δHfs + δHz. (6)

Specifically, we are interested in the first-order corrections
to the n = 3 level energies.

From equation (2), we can see the fine-structure cor-

rections are of order ∼ mc2α4

n3 , where α = e2

~c ∼ 1
137

is the fine-structure constant. Whereas, from equation
(5), we can see that the Zeeman corrections are of order
∼ µBBext. We will define a dimensionless number,

γ =
µBBextn

3

mc2α4
=
µBBext3

3

mc2α4
, (7)

the ratio of these two quantities, which will represent
the strength of the external magnetic field relative to the
fine structure energy scale. Most subsequent calculations
will be in terms of this parameter.

We quote for reference the fine structure corrections,
obtained from (2), that we will need later:

δE
(1)
fs (3, 52 ) =

mc2α4

33

(
− 1

24

)
(8)

δE
(1)
fs (3, 32 ) =

mc2α4

33

(
−1

8

)
(9)

δE
(1)
fs (3, 12 ) =

mc2α4

33

(
−3

8

)
(10)

We leave the 33 factored out as we will typically be

expressing energies in units of mc2α4

33 .
We have gone through the strong and weak field regimes

before. We will review them now briefly, and make some
comments about their range of validity, before proceeding
to a discussion of the intermediate case.

II. WEAK FIELD (γ � 1)

Recall that when γ � 1 we can consider our known

Hamiltonian, H(0), to be p2

2m− e2

r +δHfs. And we consider
δHz to be our perturbation, δH, upon this. We work with
the coupled basis and just quote the result here (8.06x
notes chapter 2):
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En ∼ −
1

2
mc2α2 1

n2
+ δEfs(n, j) + µBBgJ(l)mj , (11)

where gJ(l) is the lande factor, 1 +
j(j+1)−l(l+1)+ 3

4

2j(j+1) .

An upper bound on this formula’s validity comes di-
rectly from the γ � 1 requirement:

γ =
µBBext3

3

mc2α4
� 1 (12)

Bext �
mc2α4

33µB
(13)

∼ 1 Tesla, (14)

providing us with an upper bound on the field strength.
Even if we respect this upper bound, we have some

cause to be concerned about the validity of approximation
(11), as technically we only have computed the spectrum
of this ”known” Hamiltonian to first order. More precise
fine structure corrections are given by an expression of
the form:

δE
(1)
fs + δE

(2)
fs + ..., (15)

where δE
(1)
fs is the first order correction quoted in equa-

tion (2) above. δE
(2)
fs is the second order correction, and

the dots represent still higher order corrections. For us to

be able to neglect δE
(2)
fs and higher order terms, we need

to ensure they are negligible compared to the Zeeman
corrections. This means that for our established weak
field approximation, (11), to be valid, we should require
that

δE
(2)
fs � µBBext. (16)

We will make a back-of-the-envelope approximation of
what lower bound on the field strength that translates
into. We know the first order fine structure correction,

δE
(1)
fs ∼ mc2α4

33 . And, very roughly, this differs from the

zeroth order energy by a factor of α2. We can then argue
that the second order fine structure correction is likely to
differ from the first order correction also by a factor of
∼ α2. So

δE
(2)
fs ∼ δE

(1)
fs · α2 (17)

∼ mc2α4

33
· α2 (18)

=
mc2α6

33
. (19)

Which allows us to conclude that our weak field formula,
equation (11), is valid when

µBBext �
mc2α6

33
(20)

Bext �
mc2α6

33µB
(21)

∼ 5 · 10−5 Tesla. (22)

This is perhaps a surprising result, as one may have
naively thought (as I did) that the weak field approxima-
tion formula (11) would work for arbitrarily small values
of the field. The point is that it doesn’t make sense to
calculate a small perturbation if we’ve already neglected
significantly larger terms.

Putting this lower bound (22) together with the upper
bound calculated in (14), we have can conclude that our
weak field formula (11) is appropriate when, roughly,

∼ 5 · 10−5 Tesla� Bext �∼ 1 Tesla. (23)

III. STRONG FIELD (γ � 1)

When γ � 1, we can consider our known Hamiltonian

to be H(0) = p2

2m − e2

r +δHz. And we consider δHfs to be
a perturbation upon this. We work in the coupled basis
and again just quote the result (see 8.06x Problem set 3):

En ∼ −
1

2
mc2

1

n2
+ µBB(ml + 2ms) (24)

+
α4mc2

2n3

(
3

4n
−
[
l(l + 1)−mlms

l(l + 1
2 )(l + 1)

])
,

where in the l = 0 case, the term in square parentheses
must be set equal to 1.

A couple of questions may come to mind regarding this
strong field approximation: Is there an upper bound on
how strong the field can be for the approximation to be
valid? And, before we get to that point, are there field
strengths beyond which we can neglect fine structure?
We make some brief back-of-the-envelope comments on
these issues now.

For us to be confident in this approximation we need

γ � 1, that is we need µBB � mc2α4

33 . However, we also
need to ensure that µBB remains small compared to the

zeroth order energies E
(0)
3 ∼ mc2α2

32 . In other words, we
want that Bext is large enough so that the Zeeman effect
is large compared to the fine structure effects. But not
so large that we can no longer think of the Zeeman effect
as a small ”perturbation”.

So this strong field approximation (24) is likely good
for roughly

∼ mc2α4

33µB
� Bext �∼

mc2α2

32µB
(25)

∼ 1 Tesla� Bext �∼ 50, 000 Tesla (26)
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Towards the lower end of this range, say very roughly
10− 100 Tesla, our strong field approximation should be
quite good. We certainly cannot neglect the fine structure
in this case.

As we move towards the higher end of this range we
could neglect the fine structure entirely.

It is difficult to get magnetic fields of strengths over
∼ 100 Tesla in labs (reference 8.06x forum). So, unless
we have a neutron star in our lab, we don’t need to worry
about the µBBext getting too strong compared to the
zeroth order energies. That is, we are extremely unlikely
to encounter a field strong enough so that the strong field
formula isn’t valid.

IV. INTERMEDIATE FIELD (γ ∼ 1)

Having recalled some of our previous work, we now be-
gin a more general study of our full Hamiltonian (equation
(6) above, repeated here for convenience),

H =
p2

2m
− e2

r
+ δHfs + δHz.

We consider δHfs and δHz on a more equal footing and
allow for the possibility they are of comparable magnitude.

The Hamiltonian takes the form H(0) +δH, where H(0)

is our known Hamiltonian, the familiar gross structure of
Hydrogen,

H(0) =
p2

2m
− e2

r
, (27)

and our perturbation is the sum of two terms:

δH = δHfs + δHz. (28)

Our goal is to focus on the degenerate n = 3 subspace
of H(0), with its 2 · 32 = 18-fold degeneracy, and calculate
the first order corrections to their zeroth order energy.
Recall the n = 3 energy to zeroth order is

E
(0)
3 = −1

2
mc2α2 1

32
. (29)

We must work with a basis of eigenstates for our known
Hamiltonian. As mentioned, this is an 18-dimensional
subspace. Therefore we have 18 basis vectors. Then, to
get the first order energy corrections, we must in principle
calculate an 18x18 matrix, 〈m|δH|n〉, and compute its
eigenvalues. These are the desired energy corrections. We
will see that the matrix, although not diagonal is quite
sparse, so it is nothing to be afraid of.

The two basis choices we have at our disposal are
the uncoupled |n = 3, l,ml,ms〉, and the coupled |n =
3, l, j,mj〉. We choose the coupled basis (we will also
from now on drop the n = 3 label). It will mean that the
δHfs part of δH is diagonal, but that δHz won’t be. (We

|1〉 = |2, 5
2
, 5
2
〉 |7〉 = |2, 5

2
, 3
2
〉 |13〉 = |2, 5

2
, 1
2
〉

|2〉 = |2, 5
2
,−5

2
〉 |8〉 = |2, 3

2
, 3
2
〉 |14〉 = |2, 3

2
, 1
2
〉

|3〉 = |2, 3
2
, 3
2
〉 |9〉 = |2, 5

2
,−3

2
〉 |15〉 = |1, 3

2
, 1
2
〉

|4〉 = |1, 3
2
,−3

2
〉 |10〉 = |2, 3

2
,−3

2
〉 |16〉 = |1, 1

2
, 1
2
〉

|5〉 = |0, 1
2
, 1
2
〉 |11〉 = |2, 5

2
,−1

2
〉 |17〉 = |1, 3

2
,−1

2
〉

|6〉 = |0, 1
2
,−1

2
〉 |12〉 = |2, 3

2
,−1

2
〉 |18〉 = |1, 1

2
,−1

2
〉

Table I. Coupled basis states, |l, j,mj〉 for n = 3 level of
Hydrogen

could have chosen the uncoupled basis, in which case, the
δHz part would have been diagonal and the δHfs part
wouldn’t).

We now need to populate our 18x18 matrix. In general
this means calculating 〈ljmj |δH|l′j′m′j〉 for each pair of

basis states. However, we can notice that L2 and Jz
(two of our commuting observables) both commute with
δH. This allows us to conclude that the matrix elements
corresponding to states with different values of l or mj

must be 0. Recall, for example,

0 = [Jz, δH] (30)

= 〈l, j,mj |[Jz, δH]|l′, j′,m′j〉 (31)

= ~(mj −m′j)〈l, j,mj |δH|l′, j′,m′j〉, (32)

and so if mj 6= m′j , then the matrix element must be 0.
Observing our list of basis states in Table I above, and

scanning their l and mj eigenvalues, we see that the first
six states have unique pairs of these values. These are
then followed by six pairs of states which share l and mj

eigenvalues. What this means for our matrix is that it
will begin with 6 terms down the main diagonal, followed
by six 2x2 submatrices (corresponding to the indicated
pairs). So the matrix is ”almost” diagonal as promised.

We must now actually calculate these entries.

〈m|δH|n〉 = 〈m|δHfs + δHz|n〉 (33)

= 〈m|δHfs|n〉+ 〈m|δHz|n〉 (34)

As mentioned before, we know δHfs is diagonal in our ba-
sis. So we merely refer to our formula for the fine-structure
corrections (equation (2)) above and plug in the values for
our basis states These results were quoted in equations
(8) through (10). This gives the δHfs contribution to the
δH matrix.

Now we need to evaluate 〈m|δHz|n〉 for the first six
terms on the main diagonal, and as mentioned, for six
2x2 submatrices down the rest of the diagonal. We will
work out the ”7-8” submatrix as a representative example.
The procedure is to refer to a table of Clebsch-Gordon
coefficients and express the coupled basis in terms of the
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uncoupled basis, |mlms〉. Thus making the evaluation of
these matrix elements straight forward.

|7〉 = |2, 52 , 32 〉 =
√

(
1

5
)|2,− 1

2 〉+
√

(
4

5
)|1, 12 〉 (35)

|8〉 = |2, 32 , 32 〉 =
√

(
4

5
)|2,− 1

2 〉 −
√

(
1

5
)|1, 12 〉 (36)

δHz|7〉 = µBBext[
√

(
1

5
)|2,− 1

2 〉+ 2
√

(
4

5
)|1, 12 〉] (37)

δHz|8〉 = µBBext[
√

(
4

5
)|2,− 1

2 〉 − 2
√

(
1

5
)|1, 12 〉] (38)

〈7|δHz|7〉 = µBBext
9

5
= (

mc2α4

33
)γ

9

5
(39)

〈8|δHz|8〉 = µBBext
6

5
= (

mc2α4

33
)γ

6

5
(40)

〈7|δHz|8〉 = 〈8|δHz|7〉 = −µBBext
2

5
= −(

mc2α4

33
)γ

2

5
(41)

By the same process with slightly different numbers,
we have our completed matrix,

M =
mc2α4

33




A

B

C

D

E

F

G




. (42)

Where A is a 6x6 diagonal matrix,




− 1
24

+ 3γ 0 0 0 0 0

0 − 1
24
− 3γ 0 0 0 0

0 0 − 1
8

+ 2γ 0 0 0

0 0 0 − 1
8
− 2γ 0 0

0 0 0 0 − 3
8

+ γ 0

0 0 0 0 0 − 3
8
− γ



.

(43)

And B through G are the six 2x2 matrices:

B =

(
− 1

24 + 9
5γ − 2

5γ

− 2
5γ − 1

8 + 6
5γ

)
, (44)

C =

(
− 1

24 − 9
5γ − 2

5γ

− 2
5γ − 1

8 − 6
5γ

)
, (45)

D =

(
− 1

24 − 3
5γ −

√
6
5 γ

−
√
6
5 γ − 1

8 − 2
5γ

)
, (46)

E =

(
− 1

24 + 3
5γ −

√
6
5 γ

−
√
6
5 γ − 1

8 + 2
5γ

)
, (47)

F =

(
− 1

8 + 2
3γ −

√
2
3 γ

−
√
2
3 γ − 3

8 + 1
3γ

)
, (48)

G =

(
− 1

8 − 2
3γ −

√
2
3 γ

−
√
2
3 γ − 3

8 − 1
3γ

)
. (49)

As mentioned before, the 18 eigenvalues are our sought
after energy corrections. The first 6 eigenvalues are sitting
conveniently on the diagonal and can be read off. The
remaining 12 are obtained by calculating the eigenvalues
of each of the six 2x2 submatrices. At this point we resort
to a computer. Finally we have our energy corrections.
These are listed down the middle column of table II below.

Weak Intermediate Strong

− 1
24

+ 3γ − 1
24

+ 3γ − 1
24

+ 3γ

− 1
24

− 3γ − 1
24

− 3γ − 1
24

− 3γ

− 1
8
+ 2γ − 1

8
+ 2γ − 1

8
+ 2γ

− 1
8
− 2γ − 1

8
− 2γ − 1

8
− 2γ

− 3
8
+ γ − 3

8
+ γ − 3

8
+ γ

− 3
8
− γ − 3

8
− γ − 3

8
− γ

− 1
24

+ 9
5
γ − 1

12
+ 3γ

2
+

√
5

120

√
720γ2 + 72γ + 5 − 7

120
+ 2γ

− 1
8
+ 6

5
γ − 1

12
+ 3γ

2
−

√
5

120

√
720γ2 + 72γ + 5 − 13

120
+ γ

− 1
24

− 9
5
γ − 1

12
− 3γ

2
+

√
5

120

√
720γ2 − 72γ + 5 − 13

120
− γ

− 1
8
− 6

5
γ − 1

12
− 3γ

2
−

√
5

120

√
720γ2 − 72γ + 5 − 7

120
− 2γ

− 1
24

− 3
5
γ − 1

12
− γ

2
+

√
5

120

√
720γ2 − 24γ + 5 − 11

120

− 1
8
− 2

5
γ − 1

12
− γ

2
−

√
5

120

√
720γ2 − 24γ + 5 − 3

40
− γ

− 1
24

+ 3
5
γ − 1

12
+ γ

2
+

√
5

120

√
720γ2 + 24γ + 5 − 3

40
+ γ

− 1
8
+ 2

5
γ − 1

12
+ γ

2
−

√
5

120

√
720γ2 + 24γ + 5 − 11

120

− 1
8
+ 2

3
γ − 1

4
+ γ

2
+

√
3

24

√
48γ2 + 8γ + 3 − 5

24
+ γ

− 3
8
+ 1

3
γ − 1

4
+ γ

2
−

√
3

24

√
48γ2 + 8γ + 3 − 7

24

− 1
8
− 2

3
γ − 1

4
− γ

2
+

√
3

24

√
48γ2 − 8γ + 3 − 7

24

− 3
8
− 1

3
γ − 1

4
− γ

2
−

√
3

24

√
48γ2 − 8γ + 3 5

24
− γ

Table II. Table of Energy corrections, expressed in units of
mc2α4

33
.

V. LIMITS

We now wish to confirm that as we take the limit of
these intermediate field corrections as γ → 0 they match
up with the weak field energy corrections obtained from
formula (11) above. And similarly, as 1

γ → 0 they match

up with the strong field corrections obtained from formula
(24) above .
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Consider for example, from the above Table II, the
seventh intermediate energy correction

E7 = − 1

12
+

3

2
γ +

√
5

120

√
720γ2 + 72γ + 5. (50)

As γ → 0, we have

E7 ∼ −
1

12
+

3

2
γ +

√
5
√

5

120
(1 +

36

5
γ) (51)

∼ − 1

24
+

9

5
γ (52)

And as 1
γ → 0 we have

E7 ∼ γ(− 1

12

1

γ
+

3

2
+

√
5
√

720

120
(1 +

72

2 · 720

1

γ
) (53)

∼ − 7

120
+ 2γ (54)

The other calculations are essentially the same.

Table II above is arranged so that from top to bottom,
the intermediate energy corrections correspond to our
six matrix A eigenvalues followed by the six pairs of
eigenvalues for matrices B-G. The weak and strong field
columns come from the weak and strong field formulae (11)
and (24) above. The weak and field columns are arranged
so as to match up with their appropriate intermediate
field eigenvalue.

VI. SKETCHES

We can now sketch some diagrams of the first order
energy corrections as functions of γ.

Figures 1, 2, and 3 below show the corrections (middle
column of table II) plotted for small, intermediate, and
large-ish ranges of γ respectively.

In figure 1 we can see that for γ = 0, corresponding
to zero external field, we just have the three fine struc-
ture corrections as expected (equations (8), (9), and (10)
above). As we increase γ slightly, the energy corrections
fan out in a linear manner closely given by our weak field
approximations (left hand column of table II).

If we zoom out and look at more intermediate values of
γ in figure 2, we see the corrections evolve in a non-trivial
manner.

And if we zoom out further and look at the corrections
for larger values of γ in figure 3, we see they converge
back towards the large field approximations (right hand
column of table II).
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Figure 1. First order corrections as functions of γ, in units of
mc2α4

33
. Plotted for low values of γ.

0.0 0.1 0.2 0.3 0.4 0.5

−
1.

5
−

1.
0

−
0.

5
0.

0
0.

5
1.

0
1.

5

gamma

E
ne

rg
y 

co
rr

ec
tio

ns
 a

s 
fu

nc
tio

ns
 o

f g
am

m
a

Figure 2. First order corrections as functions of γ, in units of
mc2α4

33
. Plotted up to intermediate values of γ.



6

0 1 2 3 4 5

−
15

−
10

−
5

0
5

10
15

gamma

E
ne

rg
y 

co
rr

ec
tio

ns
 a

s 
fu

nc
tio

ns
 o

f g
am

m
a

Figure 3. First order corrections as functions of γ, in units of
mc2α4

33
. Plotted up to large-ish values of γ.

VII. CONCLUSION

We have thus calculated the first order corrections to
energies of the n = 3 level of Hydrogen in the presence
of an external magnetic field. We have commented on
the validity of different approximations, and have demon-
strated how these corrections change as the strength of

the field is varied.
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