Week 6 — part 1 : Escape noise

)
.(lﬂ- 6.1 Escape noise
- stochastic intensity and point process
Neuronal Dynamics: 6.2 Interspike interval distribution
cnmn“ta“nnal Ne“rnscience - Time-dependend renewal Process
= - Firing probability in discrete time
of Single Neurons . : :
Sing 6.3 Likelihood of a spike train
] - likelihood function
Week 6 - N.0|se models: 6.4 Comparison of noise models
Escape noise - escape noise vs. diffusive noise
Wulfram Gerstner 6.5. Rate code vs. Temporal Code
EPFL, Lausanne, Switzerland - timing codes

- stochastic resonance



Week 6 — part 1 : Escape noise
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6.1 Escape noise
- stochastic intensity and point process
6.2 Interspike interval distribution

- Time-dependend IS|
- Firing probability in discrete time
6.3 Likelihood of a spike train

- likelihood function

6.4 Comparison of noise models
- escape noise vs. diffusive noise

6.5. Rate code vs. Temporal Code
- timing codes
- stochastic resonance




Neuronal Dynamics — Review: Sources of Variability

- Intrinsic noise (ion channels)

-Finite number of channels
-Finite temperature




Review from 2.9 lon channels
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Na+ channel from rat heart (Patlak and Ortiz 1985)
A traces from a patch containing several channels.
Bottom: average gives current time course.
B. Opening times of single channel events




Neuronal Dynamics — Review: Sources of Variability

- Intrinsic noise (ion channels)

f N\a\ -Finite number of Channels\‘o\),{\o(\\

-Finite temperature \\

-Network noise (background activity)

S, L — -Spike arrival from other neurons
L -Beyond control of experimentalist .
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escape process,
stochastic intensity
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Neuronal Dynamics - 6.1 Escape noise

esScape process
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Neuronal Dynamics - 6.1 stochastic intensity

escape process o ]
Escape rate = stochastic intensity

....................... 9 of point process

p) = f (u(?))

escape rate
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Neuronal Dynamics — 6.1 mean waiting time
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Neuronal Dynamics - 6.1 escape noise/stochastic intensity

Escape rate = stochastic intensity
of point process

p) = f (u(?))
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Neuronal Dynamics - Quiz 6.1.

Escape rate/stochastic intensity in neuron models
[ ] The escape rate of a neuron model has units one over time
[ ] The stochastic intensity of a point process has units one over time
[ ] For large voltages, the escape rate of a neuron model always saturates

at some finite value
[ ] After a step in the membrane potential, the mean waiting time until a spike is
fired is proportional to the escape rate
[ ] After a step in the membrane potential, the mean waiting time until a spike is
fired is equal to the inverse of the escape rate
[ ] The stochastic intensity of a leaky integrate-and-fire model with reset only
depends on the external input current but not on the time of the last reset
[ ] The stochastic intensity of a leaky integrate-and-fire model with reset depends
on the external input current AND on the time of the last reset




